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1. Introduction

If the confrontation of economic theories with observable phenomena is the objective of empirical research, then hypothesis testing is the primary tool of analysis. To receive empirical verification, all theories must eventually be reduced to a testable hypothesis. In the past several decades, least squares based tests have functioned admirably for this purpose. More recently, the use of increasingly complex statistical models has led to heavy reliance on maximum likelihood methods for both estimation and testing. In such a setting only asymptotic properties can be expected for estimators or tests. Often there are asymptotically equivalent procedures which differ substantially in computational difficulty and finite sample performance. Econometricians have responded enthusiastically to this research challenge by devising a wide variety of tests for these complex models.

Most of the tests used are based either on the Wald, Likelihood Ratio or Lagrange Multiplier principle. These three general principles have a certain symmetry which has revolutionized the teaching of hypothesis tests and the development of new procedures. Essentially, the Lagrange Multiplier approach starts at the null and asks whether movement toward the alternative would be an improvement, while the Wald approach starts at the alternative and considers movement toward the null. The Likelihood ratio method compares the two hypotheses directly on an equal basis. This chapter provides a unified development of the three principles beginning with the likelihood functions. The properties of the tests and the relations between them are developed and their forms in a variety of common testing situations are explained. Because the Wald and Likelihood Ratio tests are relatively well known in econometrics, major emphasis will be put upon the cases where Lagrange Multiplier tests are particularly attractive. At the conclusion of the chapter, three other principles will be compared: Neyman’s (1959) \( C(\alpha) \) test, Durbin’s (1970) test procedure, and Hausman’s (1978) specification test.

2. Definitions and intuitions

Hypothesis testing concerns the question of whether data appear to favor or disfavor a particular description of nature. Testing is inherently concerned with one particular hypothesis which will be called the null hypothesis. If the data fall into a particular region of the sample space called the critical region then the test is said to reject the null hypothesis, otherwise it accepts. As there are only two possible outcomes, an hypothesis testing problem is inherently much simpler than
an estimation problem where there are a continuum of possible outcomes. It is important to notice that both of these outcomes refer only to the null hypothesis—we either reject or accept it. To be even more careful in terminology, we either reject or fail to reject the null hypothesis. This makes it clear that the data may not contain evidence against the null simply because they contain very little information at all concerning the question being asked.

As there are only two possible outcomes, there are only two ways to make incorrect inferences. Type I errors are committed when the null hypothesis is falsely rejected, and Type II errors occur when it is incorrectly accepted. For any test we call \( \alpha \) the size of the test which is the probability of Type I errors and \( \beta \) is the probability of Type II errors. The power of a test is the probability of rejecting the null when it is false, which is therefore \( 1 - \beta \).

In comparing tests, the standard notion of optimality is based upon the size and power. Within a class of tests, one is said to be best if it has the maximum power (minimum probability of Type II error) among all tests with size (probability of Type I error) less than or equal to some particular level.

To make such conditions operational, it is necessary to specify how the data are generated when the null hypothesis is false. This is the alternative hypothesis and it is through careful choice of this alternative that tests take on the behavior desired by the investigator. By specifying an alternative, the critical region can be tailored to look for deviations from the null in the direction of the alternative. It should be emphasized here that rejection of the null does not require accepting the alternative. In particular, suppose some third hypothesis is the true one. It may be that the test would still have some power to reject the null even though it was not the optimal test against the hypothesis actually operating. Another case in point might be where the data would reject the null hypothesis as being implausible, but the alternative could be even more unlikely.

As an example of the role of the alternative, consider the diagnostic problem which is discussed later in Section 7. The null hypothesis is that the model is correctly specified while the alternative is a particular type of problem such as serial correlation. In this case, rejection of the model does not mean that a serial correlation correction is the proper solution. There may be an omitted variable or incorrect functional form which is responsible for the rejection. Thus the serial correlation test has some power against omitted variables even though it is not the optimal test against that particular alternative.

To make these notions more precise and set the stage for large sample results, let \( y \) be a \( T \times 1 \) random vector drawn from the joint density \( f(y, \theta) \) where \( \theta \) is a \( k \times 1 \) vector of unknown parameters and \( \theta \in \Theta \), the parameter space. Under the null \( \theta \in \Theta_0 \subset \Theta \) and under the alternative \( \theta \in \Theta_1 \subset \Theta \) with \( \Theta_0 \cap \Theta_1 = \emptyset \). Frequently \( \Theta_1 = \Theta - \Theta_0 \). Then for a critical region \( C_T \), the size \( \alpha_T \) is given by:

\[
\alpha_T = \Pr(y \in C_T | \theta \in \Theta_0).
\]  

(1)
The power of the test is:

\[ \pi_T(\theta) = \Pr(y \in C_T|\theta), \text{ for } \theta \in \Theta_1. \]  

(2)

Notice that although the power will generally depend upon the unknown parameter \( \theta \), the size usually does not. In most problems where the null hypothesis is composite (includes more than one possible value of \( \theta \)) the class of tests is restricted to those where the size does not depend upon the particular value of \( \theta \in \Theta_0 \). Such tests are called similar tests.

Frequently, there are no tests whose size is calculable exactly or whose size is independent of the point chosen within the null parameter space. In these cases, the investigator may resort to asymptotic criteria of optimality for tests. Such an approach may produce tests which have good finite sample properties and in fact, if there exist exact tests, the asymptotic approach will generally produce them. Let \( C_T \) be a sequence of critical regions perhaps defined by a sequence of vectors of statistics \( s_T(y) \geq c_T \), where \( c_T \) is a sequence of constant vectors. Then the limiting size and power of the test are simply

\[
\alpha = \lim_{T \to \infty} \alpha_T; \quad \pi(\theta) = \lim_{T \to \infty} \pi_T(\theta), \text{ for } \theta \in \Theta_1.
\]

(3)

A test is called consistent if \( \pi(\theta) = 1 \) for all \( \theta \in \Theta_1 \). That is, a consistent test will always reject the null when it is false; Type II errors are eliminated for large samples if a test is consistent.

As most hypothesis tests are consistent, it remains important to choose among them. This is done by examining the rate at which the power function approaches its limiting value. The most common limiting argument is to consider the power of the test to distinguish alternatives which are very close to the null. As the sample grows, alternatives ever closer to the null can be detected by the test. The power against such local alternatives for tests of fixed asymptotic size provides the major criterion for the optimality of asymptotic tests.

The vast majority of all testing problems in econometrics can be formulated in terms of a partition of the parameter space into two sub-vectors \( \theta = (\theta_1', \theta_2')' \) where the null hypothesis specifies values, \( \theta_1^0 \) for \( \theta_1 \), but leaves \( \theta_2 \) unconstrained. In a normal testing problem, \( \theta_1 \) might be the mean and \( \theta_2 \) the variance, or in a regression context, \( \theta_1 \) might be several of the parameters while \( \theta_2 \) includes the rest, the variance and the serial correlation coefficient, if the model has been estimated by Cochrane–Orcutt. Thus \( \theta_1 \) includes the parameters of interest in the test.

In this context, the null hypothesis is simply:

\[ H_0: \theta_1 = \theta_1^0, \quad \theta_2 \text{ unrestricted}. \]  

(4)
A sequence of local alternatives can be formulated as:

\[ H_1: \theta_1^T = \theta_1^0 + \delta / T^{1/2}, \quad \theta_2 \text{ unrestricted}, \]  

for some vector \( \delta \). Although this alternative is obviously rather peculiar, it serves to focus attention on the portion of the power curve which is most sensitive to the quality of the test. The choice of \( \delta \) determines in what direction the test will seek departures from the null hypothesis. Frequently, the investigator will choose a test which is equally good in all directions \( \delta \), called an invariant test.

It is in this context that the optimality of the likelihood ratio test can be established as is done in Section 6. It is asymptotically locally most powerful among all invariant tests. Frequently in this chapter the term asymptotically optimal will be used to refer to this characterization. Any tests which have the property that asymptotically they always agree if the data are generated by the null or by a local alternative, will be termed asymptotically equivalent. Two tests \( \xi_1 \) and \( \xi_2 \) with the same critical values will be asymptotically equivalent if

\[ \lim_{T \to \infty} |E_1 - E_2| = 0 \]

for the null and local alternatives.

Frequently in testing problems non-linear hypotheses such as \( g(\theta) = 0 \) are considered where \( g \) is a \( p \times 1 \) vector of functions defined on \( \Theta \). Letting the true value of \( \theta \) under the null be \( \theta^0 \), then \( g(\theta^0) = 0 \). Assuming \( g \) has continuous first derivatives, expand this in a Taylor series:

\[ g(\theta) = g(\theta^0) + G(\overline{\theta})(\theta - \theta^0), \]

where \( \overline{\theta} \) lies between \( \theta \) and \( \theta^0 \) and \( G(\cdot) \) is the first derivative matrix of \( g \). For the null and local alternatives, \( \theta \) approaches \( \theta^0 \) so \( G(\overline{\theta}) \to G(\theta^0) = G \) and the restriction is simply this linear hypothesis:

\[ G\theta = G\theta^0. \]

For any linear hypothesis one can always reparameterize by a linear non-singular matrix \( A^{-1}\theta = \phi \) such that this null is \( H_0: \phi_1 = \phi_1^0, \phi_2 \text{ unrestricted} \). To do this let \( A_2 \) have \( K - p \) columns in the orthogonal complement of \( G \) so that \( GA_2 = 0 \). The remaining \( p \) columns of \( A \) say \( A_1 \), span the row space of \( G \) so that \( GA \) is non-singular. Then the null becomes:

\[ G\theta^0 = G\theta = GA\phi = GA_1\phi_1 + GA_2\phi_2 = GA_1\phi_1, \]

or \( \phi_1 = \phi_1^0 \) with \( \phi_2^0 = (GA_1)^{-1}G\theta^0 \).

Thus, for local alternatives there is no loss of generality in considering only linear hypotheses, and in particular, hypotheses which have preassigned values for a subset of the parameter vector.
3. A general formulation of Wald, Likelihood Ratio, and Lagrange Multiplier tests

In this section the basic forms of the three tests will be given and interpreted. Most of this material is familiar in the econometrics literature in Breusch and Pagan (1980) or Savin (1976) and Berndt and Savin (1977). Some new results and intuitions will be offered. Throughout it will be assumed that the likelihood function satisfies standard regularity conditions which allow two term Taylor series expansions and the interchange of integral and derivative. In addition, it will be assumed that the information matrix is non-singular, so that the parameters are (locally) identified.

The simplest testing problem assumes that the data y are generated by a joint density function \( f(y, \theta^0) \) under the null hypothesis and by \( f(y, \theta) \) with \( \theta \in \mathbb{R}^k \) under the alternative. This is a test of a simple null against a composite alternative. The log-likelihood is defined as:

\[
L(\theta, y) = \log f(y, \theta),
\]

which is maximized at a value \( \hat{\theta} \) satisfying:

\[
\frac{\partial L}{\partial \theta}(\hat{\theta}, y) = 0.
\]

Defining \( s(\theta, y) = \partial L(\theta, y)/\partial \theta \) as the score, the MLE sets the score to zero. The variance of \( \hat{\theta} \) is easily calculated as the inverse of Fisher's Information, or

\[
V(\hat{\theta}) = \mathcal{I}^{-1}(\hat{\theta})/T,
\]

\[
\mathcal{I}(\theta) = -E \frac{\partial^2 L}{\partial \theta \partial \theta'}(\theta)/T.
\]

If \( \hat{\theta} \) has a limiting normal distribution, and if \( \mathcal{I}(\theta) \) is consistently estimated by \( \mathcal{I}(\hat{\theta}) \), then

\[
\xi_W = T(\hat{\theta} - \theta^0)'\mathcal{I}(\hat{\theta})(\hat{\theta} - \theta^0)
\]

will have a limiting \( X^2 \) distribution with \( k \) degrees of freedom when the null hypothesis is true. This is the Wald test based upon Wald's elegant (1943) analysis of the general asymptotic testing problem. It is the asymptotic approximation to the very familiar \( t \) and \( F \) tests in econometrics.

The likelihood ratio test is based upon the difference between the maximum of the likelihood under the null and under the alternative hypotheses. Under general conditions, the statistic,

\[
\xi_{LR} = -2(L(\theta^0, y) - L(\hat{\theta}, y)),
\]

will
can be shown to have a limiting $X^2$ distribution under the null. Perhaps Wilks (1938) was the first to derive this general limiting distribution.

The Lagrange Multiplier test is derived from a constrained maximization principle. Maximizing the log-likelihood subject to the constraint that $\theta = \theta^0$ yields a set of Lagrange Multipliers which measure the shadow price of the constraint. If the price is high, the constraint should be rejected as inconsistent with the data. Letting $H$ be the Lagrangian:

$$H = L(\theta, y) - \lambda(\theta - \theta^0),$$

the first-order conditions are:

$$\frac{\partial L}{\partial \theta} = \lambda; \quad \theta = \theta^0,$$

so $\lambda = s(\theta^0, y)$. Thus the test based upon the Lagrange Multipliers by Aitcheson and Silvey (1958) and Silvey (1959) is identical to that based upon the score as originally proposed by Rao (1948). In each case the distribution of the score is easily found under the null since it will have mean zero and variance $\mathcal{J}(\theta^0)T$. Assuming a central limit theorem applies to the scores:

$$\xi_{LM} = s'(\theta^0, y)\mathcal{J}^{-1}(\theta^0)s(\theta^0, y)/T,$$

will again have a limiting $X^2$ distribution with $k$ degrees of freedom under the null.

The three principles are based on different statistics which measure the distance between $H_0$ and $H_1$. The Wald test is formulated in terms of $\theta^0 - \hat{\theta}$, the LR test in terms of $L(\theta^0) - L(\hat{\theta})$, and the LM test in terms of $s(\theta^0)$. A geometric interpretation of these differences is useful.

With $k = 1$, Figure 3.1 plots the log-likelihood function against $\theta$ for a particular realization $y$.
The MLE under the alternative is \( \hat{\theta} \) and the hypothesized value is \( \theta^0 \). The Wald test is based upon the horizontal difference between \( \theta^0 \) and \( \hat{\theta} \), the LR test is based upon the vertical difference, and the LM test is based on the slope of the likelihood function at \( \theta^0 \). Each is a reasonable measure of the distance between \( H_0 \) and \( H_1 \) and it is not surprising that when \( L \) is a smooth curve well approximated by a quadratic, they all give the same test. This is established in Lemma 1.

**Lemma 1**

If \( L = b - 1/2(\theta - \hat{\theta})'A(\theta - \hat{\theta}) \) where \( A \) is a symmetric positive definite matrix which may depend upon the data and upon known parameters, \( b \) is a scalar and \( \hat{\theta} \) is a function of the data, then the W, LR and LM tests are identical.

**Proof**

\[
\frac{\partial L}{\partial \theta} = - (\theta - \hat{\theta})'A = s(\theta),
\]
\[
\frac{\partial^2 L}{\partial \theta \partial \theta'} = - A = - T:s.
\]

Thus:

\[
\xi_W = (\theta^0 - \hat{\theta})'A(\theta^0 - \hat{\theta}),
\]
\[
\xi_{LM} = s(\theta^0)'A^{-1}s(\theta^0) = (\theta^0 - \hat{\theta})'A(\theta^0 - \hat{\theta}).
\]

Finally, by direct substitution:

\[
\xi_{LR} = (\theta^0 - \hat{\theta})'A(\theta^0 - \hat{\theta}). \quad \text{Q.E.D.}
\]

Whenever the true value of \( \theta \) is equal or close to \( \theta^0 \), then the likelihood function in the neighborhood of \( \theta^0 \) will be approximately quadratic for large samples, with \( A \) depending only on \( \theta^0 \). This is the source of the asymptotic equivalence of the tests for local alternatives and under the null which will be discussed in more detail in Section 6.

In the more common case where the null hypothesis is composite so that only a subset of the parameters are fixed under the null, similar formulae for the test statistics are available. Let \( \theta = (\theta_1', \theta_2')' \) and \( \hat{\theta} = (\hat{\theta}_1', \hat{\theta}_2')' \) where \( \theta_1 \) is a \( k_1 \times 1 \) vector of parameters specified under the null hypothesis to be \( \theta_1^0 \). The remaining parameters \( \theta_2 \) are unrestricted under both the null and the alternative. The maximum likelihood estimate of \( \theta_2 \) under the null is denoted \( \hat{\theta}_2 \) and \( \hat{\theta} = (\hat{\theta}_1', \hat{\theta}_2')' \).
Denote by \( \mathcal{S}^{11} \) the partitioned inverse of \( \mathcal{S} \) so that:

\[
\mathcal{S}^{11\, -1} = \mathcal{S}^{11} - \mathcal{S}^{12} \mathcal{S}^{22\, -1} \mathcal{S}^{21}.
\]

Then the Wald test is simply:

\[
\xi_w = T(\hat{\theta}_1 - \theta^0_1)\mathcal{S}^{11\, -1}(\hat{\theta}_1 - \theta^0_1), 
\]

which has a limiting \( \chi^2 \) distribution with \( k_1 \) degrees of freedom when \( H_0 \) is true. The LR statistic,

\[
\xi_{LR} = -2(L(\bar{\theta}, y) - L(\hat{\theta}, y)),
\]

has the same limiting distribution. The LM test is again derived from the Lagrangian:

\[
H = L(\theta, y) - \lambda(\theta_1 - \theta^0_1),
\]

which has first-order conditions:

\[
\frac{\partial L}{\partial \theta_1} (\theta, y) = \lambda,
\]

\[
\frac{\partial L}{\partial \theta_2} (\theta, y) = 0.
\]

Thus:

\[
\theta_1 = \theta^0_1,
\]

\[
\xi_{LM} = s(\bar{\theta}, y)\mathcal{S}^{-1}(\bar{\theta})s(\bar{\theta}, y)/T = s_1(\bar{\theta}, y)\mathcal{S}^{11}s_1(\bar{\theta}, y)/T,
\]

is the LM statistic which will again have a limiting \( \chi^2 \) distribution with \( k_1 \) degrees of freedom under the null. In Lemma 2 it is shown that again for the quadratic likelihood function, all three tests are identical.

**Lemma 2**

If the likelihood function is given as in Lemma 1 then the tests in (11), (12), and (13) are identical.

**Proof**

\[
\xi_w = (\theta^0_1 - \hat{\theta}_1)'A^{11\, -1}(\theta^0_1 - \hat{\theta}_1)
\]

\[
= (\theta^0_1 - \hat{\theta}_1)'(A_{11} - A_{12}A_{22\, -1}A_{21})(\theta^0_1 - \hat{\theta}_1).
\]
For the other two tests, $\hat{\theta}_2$ must be estimated. This is done simply by setting $S_2(\theta, y) = 0$:

$$
\begin{pmatrix}
S_1 \\
S_2
\end{pmatrix} = \frac{\partial L}{\partial \theta} = A(\theta - \hat{\theta}) = \begin{bmatrix}
A_{11}(\theta_1 - \hat{\theta}_1) + A_{12}(\theta_2 - \hat{\theta}_2) \\
A_{21}(\theta_1 - \hat{\theta}_1) + A_{22}(\theta_2 - \hat{\theta}_2)
\end{bmatrix} = 0.
$$

So, $S_2 = 0$ implies:

$$
\hat{\theta}_2 - \hat{\theta}_2 = -A_{22}^{-1}A_{21}(\theta_1 - \hat{\theta}_1).
$$

The concentrated likelihood function becomes:

$$
L = b - \frac{1}{2}(\theta_1 - \hat{\theta}_1)'(A_{11} - A_{12}A_{22}^{-1}A_{21})(\theta_1 - \hat{\theta}_1),
$$

and hence

$$
\xi_{LR} = (\theta_1^0 - \hat{\theta}_1)(A_{11} - A_{12}A_{22}^{-1}A_{21})(\theta_1^0 - \hat{\theta}_1).
$$

Finally, the score is given by:

$$
S_1(\hat{\theta}) = A_{11}(\theta_1^0 - \hat{\theta}_1) + A_{12}(\hat{\theta}_2 - \hat{\theta}_2)
\quad = (A_{11} - A_{12}A_{22}^{-1}A_{21})(\theta_1^0 - \hat{\theta}_1).
$$

So

$$
\xi_{LM} = (\theta_1^0 - \hat{\theta}_1)'(A_{11} - A_{12}A_{22}^{-1}A_{21})(\theta_1^0 - \hat{\theta}_1). \quad \text{Q.E.D.}
$$

Examination of the tests in (11), (12), and (13) indicates that neither the test statistic nor its limiting distribution under the null depends upon the value of the nuisance parameters $\theta_2$. Thus the tests are (asymptotically) similar. It is apparent from the form of the tests as well as the proof of the lemma, that an alternative way to derive the tests is to first concentrate the likelihood function with respect to $\theta_2$ and then apply the test for a simple null directly. This approach makes clear that by construction the tests will not depend upon the true value of the nuisance parameters. If the parameter vector has a joint normal limiting distribution, then the marginal distribution with respect to the parameters of interest will also be normal and the critical region will not depend upon the nuisance parameters either. Under general conditions therefore, the Wald, Likelihood Ratio and Lagrange Multiplier tests will be (asymptotically) similar.

As was described above, each of the tests can be thought of as depending on a statistic which measures deviations between the null and alternative hypotheses,
and its distribution when the null is true. For example, the LM test is based upon the score whose limiting distribution is generally normal with variance \((\theta^0)'T\) under the null. However, it is frequently easier to obtain the limiting distribution of the score in some other fashion and base the test on this. If a matrix \(V\) can be found so that:

\[
T^{-1/2} s(\theta^0, y) \xrightarrow{D} N(0, V)
\]

under \(H_0\), then the test is simply:

\[
\xi_{LM} = s'V^{-1}s/T.
\]

Under certain non-standard situations \(V\) may not equal \(\mathcal{F}\) but in general it will. This is the approach taken by Engle (1982) which gives some test statistics very easily in complex problems.

4. **Two simple examples**

In these two examples, exact tests are available for comparison with the asymptotic tests under consideration.

Consider a set of \(T\) independent observations on a Bernoulli random variable which takes on the values:

\[
y_t = \begin{cases} 
1, & \text{with probability } \theta, \\
0, & \text{with probability } 1 - \theta.
\end{cases}
\]  

(14)

The investigator wishes to test \(\theta = \theta^0\) against \(\theta \neq \theta^0\) for \(\theta \in (0, 1)\). The mean \(\bar{y} = \sum y_t / T\) is a sufficient statistic for this problem and will figure prominently in the solution.

The log-likelihood function is given by:

\[
L(\theta, y) = \sum_t \left( y_t \log \theta + (1 - y_t) \log(1 - \theta) \right),
\]  

(15)

with the maximum likelihood estimator, \(\hat{\theta} = \bar{y}\). The score is:

\[
s(\theta, y) = \frac{1}{\theta(1 - \theta)} \sum_t (y_t - \theta).
\]
Notice that \( y_t - \theta \) is analogous to the "residual" of the fit. The information is:

\[
\mathcal{I}(\theta) = E \left[ \frac{T\theta(1-\theta) + (1 - 2\theta)\Sigma(y_t - \theta)}{\theta^2(1-\theta)^2} \right] / T
\]

\[= \frac{1}{\theta(1-\theta)}.\]

The Wald test is given by:

\[
\xi_w = T(\theta^0 - \bar{y})^2 / \bar{y}(1-\bar{y}).
\]

The LM test is:

\[
\xi_{LM} = \left[ \frac{\Sigma(y_t - \theta^0)}{\theta^0(1-\theta^0)} \right]^2 \frac{\theta^0(1-\theta^0)}{T},
\]

which is simply:

\[
\xi_{LM} = T(\theta^0 - \bar{y})^2 / \theta^0(1-\theta^0).
\]

Both clearly have a limiting chi-square distribution with one degree of freedom. They differ in that the LM test uses an estimate of the variance under the null whereas the Wald uses an estimate under the alternative. When the null is true (or a local alternative) these will have the same probability limit and thus for large samples the tests will be equivalent. If the alternative is not close to the null, then presumably both tests would reject with very high probability for large samples; the asymptotic behavior of tests for non-local alternatives is usually not of particular interest.

The likelihood ratio test statistic is given by:

\[
\xi_{LR} = 2T \left\{ \bar{y} \log \bar{y}/\theta^0 + (1 - \bar{y})\log(1 - \bar{y})/(1 - \theta^0) \right\},
\]

which has a less obvious limiting distribution and is slightly more awkward to calculate. A two-term Taylor series expansion of the statistic about \( \bar{y} = \theta^0 \) establishes that under the null the three will have the same distribution.

In each case, the test statistic is based upon the sufficient statistic \( \bar{y} \). In fact, in each case the test is a monotonic function of \( \bar{y} \) and therefore, the limiting chi squared approximation is not necessary. For each test statistic, the exact critical values can be calculated. Consequently, when the sizes of the tests are equal their critical regions will be identical; they will each reject for large values of \((\bar{y} - \theta^0)^2\).
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The notion of how large it should be will be determined from the exact Binomial tables.

The second example is more useful to economists but has a similar result. In the classical linear regression problem, the test statistics are different, however, when corrected to have the same size they are identical for finite samples as well as asymptotically.

Let \( y^* \) and \( x^* \) be \( T \times 1 \) and \( T \times k \) matrices satisfying:

\[
y^* | x^* \sim N(x^* \beta, \sigma^2 I),
\]

and consider testing the hypothesis that \( R \beta = r \) where \( R \) is a \( k_1 \times k \) matrix of known constants and \( r \) is a \( k_1 \times 1 \) vector of constants. If \( R \) has rank \( k_1 \), then the parameters and the data can always be rearranged so that the test is of omitted variable form. That is, (19) can be reparameterized in the notation of (4) as:

\[
y | x \sim N(x \theta, \sigma^2 I),
\]

where the null hypothesis is \( \theta_1 = 0 \) and \( y \) and \( x \) are linear combinations of \( y^* \) and \( x^* \). In this particular problem it is just as easy to use (19) as (20); however, in others the latter form will be simpler. The intuitions are easier when the parameters of \( R \) and \( r \) do not appear explicitly in the test statistics. Furthermore, (20) is most often the way the test is calculated to take advantage of packaged computer programs since it involves running regressions with and without the variables \( x_1 \).

For the model in (20) the log-likelihood conditional on \( x \) is:

\[
L(\theta, y) = k - \frac{T}{2} \log \sigma^2 - \frac{1}{2\sigma^2} (y - x \theta)'(y - x \theta),
\]

where \( k \) is a constant. If \( \sigma^2 \) were known, Lemmas 1 and 2 would guarantee that the \( W, LR, \) and \( LM \) tests would be identical. Hence, the important difference between the test statistics will be the estimate of \( \sigma^2 \). The score and information matrix corresponding to the parameters \( \theta \) are:

\[
s(\theta, y) = x'u / \sigma^2, \quad u = y - x \theta, \quad \mathcal{I}_{\theta \theta} = x'x / \sigma^2 T,
\]

and the information matrix is block diagonal between \( \theta \) and \( \sigma^2 \). Notice that the score is proportional to the correlation coefficient between the residuals and the \( x \) variables. This is of course zero at \( \hat{\theta} \) but not at the estimates under the null, \( \hat{\theta} \).
The three test statistics therefore are:

\[ \xi_w = (\theta_1^0 - \hat{\theta}_1)'(x_1'x_1 - x_1'x_2(x_2'x_2)^{-1}x_2'x_1)(\theta_1^0 - \hat{\theta}_1)/\hat{\sigma}^2, \] (23)

\[ \xi_{LM} = \bar{u}'x_1(x_1'x_1 - x_1'x_2(x_2'x_2)^{-1}x_2'x_1)^{-1}x_1\bar{u}/\hat{\sigma}^2, \] (24)

\[ \xi_{LR} = T\log(\bar{u}'\bar{u}/\bar{u}'\bar{u}), \] (25)

where \( \bar{u} = y - x\hat{\theta}, \bar{u} = y - x\hat{\theta}, \) and \( \hat{\sigma}^2 = \bar{u}'\bar{u}/T, \hat{\sigma}^2 = \bar{u}'\bar{u}/T, \) and \( x \) is conformably partitioned as \( x = (x_1, x_2). \) From the linear algebra of projections, these can be rewritten as:

\[ \xi_w = T(\bar{u}'\bar{u} - \bar{u}'\bar{u})/\bar{u}'\bar{u}, \] (26)

\[ \xi_{LM} = T(\bar{u}'\bar{u} - \bar{u}'\bar{u})/\bar{u}'\bar{u}. \] (27)

This implies that:

\[ \xi_{LR} = T\log(1 + \xi_w/T); \quad \xi_{LM} = \xi_w/(1 + \xi_w/T), \]

and that \( (T - K)\xi_w/TK_1 \) will have an exact \( F_{k_1, T-k} \) distribution under the null. As all the test statistics are monotonic functions of the \( F \) statistic, then exact tests for each would produce identical critical regions. If, however, the asymptotic distribution is used to determine the critical values, then the tests will differ for finite samples and there may be conflicts between their conclusions. Evans and Savin (1980) calculate the probabilities of such conflicts for the test in (23)–(25) as well as for those modified either by a degree of freedom correction or by an Edgeworth expansion correction. In the latter case, the sizes are nearly correct and the probability of conflict is nearly zero. It is not clear how these conclusions generalize to models for which there are no exact results but similar conclusions might be expected. See Rothenberg (1980) for some evidence for the equivalence of the tests for Edgeworth expansions to powers of \( 1/T. \)

5. The linear hypothesis in generalized least squares models

5.1. The problem

In the two preceding examples, there was no reason to appeal to asymptotic approximations for test statistics. However, if the assumptions are relaxed slightly, then the exact tests are no longer available. For example, if the variables were
simply assumed contemporaneously uncorrelated with the disturbances as in:

\[ y_{i} \mid x_{i} \sim \text{IN}(x_{i}\beta, \sigma^{2}), \]  

(28)

where \text{IN} means independent normal, then the likelihood would be identical but the test statistics would not be proportional to an \( F \) distributed random variable. Thus, inclusion of lagged dependent variables or other predetermined variables would bring asymptotic criteria to the forefront in choosing a test statistic and any of the three would be reasonable candidates as would the standard \( F \) approximations. Similarly, if the distribution of \( y \) is not known to be normal, a central limit theorem will be required to find the distribution of the test statistics and therefore only asymptotic tests will be available.

The important case to be discussed in this section is testing a linear hypothesis when the model is a generalized least squares model with unknown parameters in the covariance matrix. Suppose:

\[ y \mid x \sim N(x\beta, \sigma^{2}\Omega), \quad \Omega = \Omega(\omega), \]  

(29)

where \( \omega \) is a finite estimable parameter vector. The model has been formulated so that the hypothesis to be tested is \( H_{0}: \beta_{1} = 0 \), where \( \beta = (\beta_{1}', \beta_{2}')' \) and \( x \) is conformally partitioned as \( x = (x_{1}, x_{2}) \). The collection of parameters is now \( \theta = (\beta_{1}', \beta_{2}', \sigma^{2}, \omega)' \).

A large number of econometric problems fit into this framework. In simple linear regression the standard heteroscedasticity and serial correlation covariance matrices have this form. More generally if ARMA processes are assumed for the disturbances or they are fit with spectral methods assuming only a general stationary structure as in Engle (1980), the same analysis will apply. From pooled time series of cross sections, variance component structures often arise which have this form. To an extent which is discussed below, instrumental variables estimation can be described in this framework. Letting \( X \) be the matrix of all instruments, \( X(X'X)^{-1}X' \) has no unknown parameters but acts like a singular covariance matrix. Because it is an idempotent matrix, its generalized inverse is just the matrix itself, and therefore many of the same results will apply.

For systems of equations, a similar structure is often available. By stacking the dependent variables in a single dependent vector and conformably stacking the independent variables and the coefficient vectors, the covariance matrix of a seemingly unrelated regression problem (SUR) will have a form satisfied by (29). In terms of tensor products this covariance matrix is \( \Omega = \Sigma \otimes I \), where \( \Sigma \) is the contemporaneous covariance matrix. Of course more general structures are also appropriate. The three stage least squares estimator also is closely related to this analysis with a covariance matrix \( \Omega = \Sigma \otimes X(X'X)^{-1}X' \).
5.2. The test statistics

The likelihood function implied by (29) is given by:

$$L(\theta, y) = k - \frac{T}{2} \log \sigma^2 - \frac{1}{2} \log |\Omega| - \frac{1}{2\sigma^2} (y - x\beta)' \Omega^{-1} (y - x\beta).$$  (30)

Under these assumptions it can be shown that the information matrix is block diagonal between the parameters $\beta$ and $(\sigma^2, \omega)$. Therefore attention can be confined to the $\beta$ components of the score and information. These are given by:

$$s_{\beta i}(\theta, y) = x'_i \Omega^{-1} u / \sigma^2, \quad u = y - x\beta,$$  (31)
$$\mathcal{S}_{\beta\beta}(\theta) = x' \Omega^{-1} x / \sigma^2 T.$$  (32)

Denote the maximum likelihood estimates of the parameters under $H_1$ by $\hat{\theta} = (\hat{\beta}, \hat{\sigma}^2, \hat{\omega})$ and let $\hat{\Omega} = \Omega(\hat{\omega})$; denote the maximum likelihood estimates of the same parameters under the null as $\hat{\theta} = (\hat{\beta}, \sigma^2, \hat{\omega})$ and let $\hat{\Omega} = \Omega(\hat{\omega})$. Further, let $\hat{u} = y - x\hat{\beta}$ and $\tilde{u} = y - x\hat{\beta}_2$ be residuals under the alternative and the null.

Then substituting into (11), (12), and (13), the test statistics are simply:

$$\xi_W = \hat{\beta}_1 \left( x_1' \hat{\Omega}^{-1} x_1 - x_2' \hat{\Omega}^{-1} x_2 \left( x_2' \hat{\Omega}^{-1} x_2 \right)^{-1} x_2' \hat{\Omega}^{-1} x_1 \right) \hat{\beta}_1 / \hat{\sigma}^2,$$  (33)
$$\xi_{LR} = -2 \left( L(\hat{\theta}, y) - L(\hat{\theta}, y) \right),$$  (34)
$$\xi_{LM} = \tilde{u}' \hat{\Omega}^{-1} x_1 \left( x_1' \hat{\Omega}^{-1} x_1 - x_1' \hat{\Omega}^{-1} x_2 \left( x_2' \hat{\Omega}^{-1} x_2 \right)^{-1} x_2' \hat{\Omega}^{-1} x_1 \right)^{-1} x_1' \hat{\Omega}^{-1} \tilde{u} / \hat{\sigma}^2.$$  (35)

The Wald statistic can be recognized as simply the $F$ or squared $t$ statistic commonly computed by a GLS regression (except for finite sample degree of freedom corrections). This illustrates that for testing one parameter, the square root of these statistics with the appropriate sign would be the best statistic since it would allow one tailed tests if these are desired.

It is well known that the Wald test statistic can be calculated by running two regressions just as in (26). Care must however be taken to use the same metric (estimate of $\Omega$) for both the restricted and the unrestricted regressions. The residuals from the unrestricted regression using $\hat{\Omega}$ as the covariance matrix are the $\hat{u}$, however, the residuals from the restricted regression using $\hat{\Omega}$ are not $\hat{u}$. Let them be denoted $u^{01}$ indicating the model under $H^0$ with the covariance matrix under $H^1$. Thus, $u^{01} = y - x_2 \beta_2^{01}$ is calculated assuming $\hat{\Omega}$ is a known matrix. The Wald statistic can equivalently be written as:

$$\xi_W = T(u^{01}' \hat{\Omega}^{-1} u^{01} - \hat{u}' \hat{\Omega}^{-1} \hat{u}) / \hat{u}' \hat{\Omega}^{-1} \hat{u}. $$  (36)
The LM statistic can also be written in several different forms some of which may be particularly convenient. Three different versions will be given below.

Because $\hat{u}'\hat{\Omega}^{-1}x_2 = 0$ by the definition of $\hat{u}$, the LM statistic is more simply written as:

$$\xi_{LM} = T\hat{u}'\hat{\Omega}^{-1}x(x'\hat{\Omega}^{-1}x)^{-1}x'\hat{\Omega}^{-1}\hat{u}/\hat{u}'\hat{\Omega}^{-1}\hat{u}. \quad (37)$$

This can be interpreted as $T$ times the $R^2$ of a regression where $\hat{u}$ is the dependent variable, $x$ is the set of independent variables and $\hat{\Omega}$ is the covariance matrix of the disturbances which is assumed known. From the formula it is clear that this should be the $R^2$ calculated as the explained sum of squares over the total sum of squares. This is in contrast to the more conventional measure where these sums of squares are about the means. Furthermore, it is clear that the data should first be transformed by a matrix $P$ such that $P'P = \hat{\Omega}^{-1}$, and then the auxiliary regression and $R^2$ calculated. As there may be ambiguities in the definition of $R^2$ when $\Omega \neq I$ and when there is no intercept in the regression, let $R^2_0$ represent the figure implied by (37). Then:

$$\xi_{LM} = TR^2_0. \quad (38)$$

In most cases and for most computer packages $R^2_0$ will be the conventionally measured $R^2$. In particular when $Px$ includes an intercept under $H_0$, then $P\hat{u}$ will have a zero mean so that the centered and uncentered sums of squares will be equal. Thus, if the software first transforms the data by $P$, the $R^2$ will be $R^2_0$.

A second way to rewrite the LM statistic is available along the lines of (27). Let $u^{10}$ be the residuals from a regression of $y$ on the unrestricted model using $\hat{\Omega}$ as the covariance matrix, so that $u^{10} = y - x\beta^{10}$. Then the LM statistic is simply:

$$\xi_{LM} = T(\hat{u}'\hat{\Omega}^{-1}\hat{u} - u^{10}'\hat{\Omega}^{-1}u^{10})/\hat{u}'\hat{\Omega}^{-1}\hat{u}. \quad (39)$$

A statistic which differs only slightly from the LM statistic comes naturally out of the auxiliary regression. The squared $t$ or $F$ statistics associated with the variables $x_1$ in the auxiliary regressions of $\hat{u}$ on $x$ using $\hat{\Omega}$ are of interest. Letting:

$$A = x_1'\hat{\Omega}^{-1}x_1 - x_1'\hat{\Omega}^{-1}x_2(x_2'\hat{\Omega}^{-1}x_2)^{-1}x_2'\hat{\Omega}^{-1}x_1,$$

then

$$\beta^{10} = (x'\hat{\Omega}^{-1}x)^{-1}x'\hat{\Omega}^{-1}\hat{u},$$

or the first elements $\beta^{10}_1 = A^{-1}x_1'\hat{\Omega}^{-1}\hat{u}$. The $F$ statistic aside from degree of
freedom corrections is given by:

\[ \xi'_{\text{LM}} = \beta_1^{10} A \beta_1^{10} / \sigma^{2(10)} \]
\[ = \hat{u}' \hat{\Omega}^{-1} x_1 A^{-1} x_1' \hat{\Omega}^{-1} \hat{u} / \sigma^{2(10)}, \]  

(40)

where \( \sigma^{2(10)} \) is the residual variance from this estimation. From (35) it is clear that \( \xi'_{\text{LM}} = \xi'_{\text{LM}} \) if \( \sigma^{2(10)} = \hat{\sigma}^2 \). The tests will differ when \( x_1 \) explains some of \( \hat{u} \), that is, when \( H_0 \) is not true. Hence, under the null and local alternatives, these two variances will have the same probability limit and therefore the tests will have the same limiting distribution. Furthermore, adding a linear combination of regressors to both sides of a regression will not change the coefficients or the significance of other regressors. In particular adding \( x_2 \hat{B}_2 \) to both sides of the auxiliary regression converts the dependent variable to \( y \) and yet will not change \( \xi'_{\text{LM}} \). Hence, the \( t \) or \( F \) tests obtained from regressing \( y \) on \( x_1 \) and \( x_2 \) using \( \hat{\Omega} \) will be asymptotically equivalent to the LM test.

5.3. The inequality

The relationship between the Wald and LM tests in this context is now clearly visible in terms of the choice of \( \Omega \) to use for the test. The Wald test uses \( \hat{\Omega} \) while the LM test uses \( \hat{\Omega} \) and the Likelihood Ratio test uses both. As the properties of the tests differ only for finite samples, frequently computational considerations will determine which to use. The primary computational differences stem from the estimation of \( \Omega \) which may require non-linear or other iterative procedures. It may further require some specification search over a class of possible disturbance specifications. The issue therefore hinges upon whether \( \hat{\Omega} \) or \( \hat{\Omega} \) is already available from previous calculations. If the null hypothesis has already been estimated and the investigator is trying to determine whether an additional variable belongs in the model in the spirit of diagnostic testing, then \( \hat{\Omega} \) is already estimated and the LM test is easier. If on the other hand, the more general model has been estimated, and the test is for a simplification or a test of a theory which predicts the importance of some variable, then \( \hat{\Omega} \) is available and the Wald test is easier. In rare cases will the LR test be computationally easier.

The three test statistics differ for finite samples but are asymptotically equivalent. When the critical regions are calculated from the limiting distributions, then there may be conflicts in inference between the tests. The surprising character of this conflict is pointed out by a numerical inequality among the test statistics. It was originally established by Savin (1976) and Berndt and Savin (1977) for special cases of (29) and then by Breusch (1979) in the general case of (29). For any data set \( y, x \), the three test statistics will satisfy the following inequality:

\[ \xi_w \geq \xi_{\text{LR}} \geq \xi_{\text{LM}}. \]  

(41)
Therefore, whenever the LM test rejects, so will the others and whenever the W fails to reject, so do the others. The inequality, however, has nothing to say about the relative merits of the tests because it applies under the null as well. That is, if the Wald test has a size of 5%, then the LR and LM test will have a size less than 5%. Hence their apparently inferior power performance is simply a result of a more conservative size. When the sizes are corrected to be the same, there is no longer a simple inequality relationship on the powers. As mentioned earlier, both Rothenberg (1979) and Evans and Savin (1982) present results that when the sizes are approximately corrected, the powers are approximately the same.

5.4. A numerical example

As an example, consider an equation presented in Engle (1978) which explains employment in Boston's textile industry as a function of the U.S. demand and prices, the stock of fixed factors in Boston and the Boston wage rate. The equation is a reduced form derived from a simple production model with capital as a fixed factor and a constant price elasticity of demand. The variables are specific combinations of logarithms of the original data. Denote the dependent variable by \( y \), and the independent variables by \( x_1, x_2 \) and a constant. The hypothesis to be tested is whether a time trend should also be introduced to allow technical progress in the sector. There is substantial serial correlation in the disturbance and several methods of parameterizing it are given in the original paper; however, it will here be assumed to follow a first-order autoregressive process. There are 22 annual observations.

The basic estimate of the relation is:

\[
\hat{y} = 4.4 + 0.165x_1 + 0.669x_2; \quad \rho = 0.901, \quad R^2 = 0.339.
\]

(0.92) (2.45) (3.11)

The estimate is not particularly good but it has the right signs and significant \( t \)-statistics. Rho was estimated by searching over the unit interval and the estimate is maximum likelihood.

The residuals from this estimate were then regressed upon the expanded set of regressors, to obtain:

\[
\hat{\eta} = 49.2 - 0.185x_1 - 0.045x_2 - 0.025 \text{ time}; \quad \rho = 0.901, \quad R^2 = 0.171.
\]

(1.90) (-1.61) (-0.22) (1.93)

The same value of rho was imposed upon this estimate. The Lagrange Multiplier statistic is \((22)(0.171) = 3.76\) which is slightly below the 95% level for \( F \) (3.84) but above the 90% level (2.71) so it rejects at 90% but not 95%. Notice that the \( t \)-statistic on time is not significant at 95% but is at the 90% level.
For comparison, the full regression was estimated including a reoptimization of rho. The results were

\[
\hat{y} = 59.9 - 0.05x_1 + 0.611x_2 - 0.028 \text{ time}; \quad \rho = 0.970, \quad R^2 = 0.480.
\]

The Wald test involves merely looking at the \(t\)-statistic on time; however, the asymptotic formulation would estimate the standard error using 22 degrees of freedom rather than 18. In this case the \(t\)-statistic is \(-2.35\) so the test rejects at 95% but not 99%. The Wald statistic \(\xi_w = 5.52\) exceeds the 95 point of \(X_1^2\) but not the 99% point (6.63).

In this example the two test statistics give conflicting inference at the 95% level with the Wald statistic rejecting the null hypothesis and the Lagrange Multiplier statistic accepting. However, at both 90% and the 99% level, they agree. The numerical results support the algebraic relationship given above. The benefits from using the Lagrange Multiplier test lie primarily in the avoidance of a recalculation of rho. While this may appear a rather minimal saving for the first-order autoregressive case, it may be substantial for models postulated to have ARMA disturbance processes or general stationary error processes requiring expensive iterative procedures. In establishing the validity of a regression equation, a variety of alternatives may be considered and thus, the computational saving from such a battery of tests will be even more substantial.

5.5. Instrumental variables

A closely related set of problems occurs in testing hypotheses in equations or models estimated with instrumental variables methods. The analysis given here concerns only the Wald test in several forms, however, LM versions can be deduced from the results in Engle (1982).

Consider first a single equation in a simultaneous system:

\[
y = Y_\alpha + x\gamma + \epsilon = z\beta + \epsilon, \quad \epsilon \sim N(0, \sigma^2 I),
\]

and \(X\) is a matrix of instrumental variables including \(x\), which is assumed to be uncorrelated with \(\epsilon\) but correlated with \(Y\). Limited information maximum likelihood estimation of this model yields asymptotically the same estimates as 2SLS or IV, and hence the standard test statistics are asymptotically equivalent to Wald tests. Letting \(G = X(X'X)^{-1}X'\) and \(H_0; \beta_1 = 0\) be the hypothesis under test, the standard test statistic is simply:

\[
\xi_w = \hat{\beta}'(z'_1Gz_1 - z'_1Gz_2(z'_2Gz_2)^{-1}z'_2Gz_1)\hat{\beta}/\hat{\sigma}^2,
\]
where $\hat{\beta} = (z'Gz)^{-1}z'Gy$, $\hat{u} = y - z\hat{\beta}$, $\hat{\sigma}^2 = \hat{u}'\hat{u}/T$. This expression is identical to that in (36) except that the estimates of $\sigma^2$ are different. In (36) $\hat{\sigma}^2 = \hat{u}'\Omega^{-1}\hat{u}/T$ instead of $\hat{u}'\hat{u}/T$. Following the line of reasoning leading to (37), the numerator can be rewritten in terms of the residuals from a restricted regression using the same $G$ matrix. Letting $\hat{\beta}_2 = (z'_2Gz'_2)^{-1}z'_2Gy$ and $\hat{u} = y - z_2\hat{\beta}_2$, the statistic can be expressed as:

$$\xi_w = T(\hat{u}'G\hat{u} - \hat{u}'\hat{G}\hat{u})/\hat{u}'\hat{u}. \quad (44)$$

Because $G$ is idempotent, the two sums of squares in the numerator can be calculated by regressing the corresponding residuals on $X$ and looking at the explained sums of squares. Their difference is also available as the difference between the sums of squared residuals from the second stages of the relevant 2SLS regressions.

As long as the instrument list is unchanged from the null to the alternative hypothesis, there is no difficulty formulating this test. If the list does change then the Wald test appropriately uses the list under the alternative. One might suspect that a similar LM test would be available using the more limited set of instruments, however, this is not the case at least in this simple form. When the instruments are different, the LM test can be computed as given in Engle (1979a) but does not have the desired simple form.

In the more general case where (42) represents a stacked set of simultaneous equations the covariance would in general be given by $\Sigma \otimes I$, where $\Sigma$ is the contemporaneous covariance matrix. The instruments in the stacked system can be formulated as $I \otimes X$ and therefore letting $\hat{\Sigma}$ be the estimated covariance matrix under the alternative, the 3SLS estimator can be written letting $G = \hat{\Sigma} \otimes X(X'X)^{-1}X'$ as:

$$\hat{\beta} = (z'Gz)^{-1}z'Gy.$$ 

Again, through the equivalence with FIML, the approximate Wald test is:

$$\xi'_w = \hat{\beta}'_1\left(z'_1Gz'_1 - z'_1Gz_2\left(z'_2Gz_2\right)^{-1}z'_2Gz_1\right)\hat{\beta}_1,$$

which can be reformulated as:

$$= T(\hat{u}'G\hat{u} - \hat{u}'\hat{G}\hat{u}).$$

Notice that $\hat{\sigma}^2$ has disappeared from the test statistic as it is incorporated in $G$ through $\hat{\Sigma}$. Again this difference is equal to the difference between the sums of squared residuals in the restricted and unrestricted third stage of 3SLS.
6. Asymptotic equivalence and optimality of the test statistics

In this section the asymptotic equivalence, the limiting distributions and the asymptotic optimality of the three test statistic will be established under the conditions of Crowder (1976). These rather weak conditions allow some dependence of the observations and do not require that they be identically distributed. Most econometric problems will be encompassed under these assumptions. Although it is widely believed that these tests are optimal in some sense, the discussion in this section is designed to establish their properties under a set of regularity conditions.

The log likelihood function assumed by Crowder allows for general dependence of the random variables and for some types of stochastic or deterministic exogenous variables. Let $Y_1, Y_2, \ldots, Y_T$ be $p \times 1$ vectors of random variables which have known conditional probability density functions $f_t(Y_t|\mathcal{F}_{t-1}; \theta)$, where $\theta \in \Theta$ an open subset of $\mathbb{R}^k$ and $\mathcal{F}_{t-1}$ is the $\sigma$ field generated by $Y_0, \ldots, Y_{t-1}$, the "previous history". The log-likelihood conditional on $Y_0$ is:

$$L_T(Y; \theta) = \sum_{t=1}^{T} \log f_t(Y_t|\mathcal{F}_{t-1}, \theta).$$

(45)

In this expression, non-stochastic variables enter through the time subscript on $f$ which allows each random vector to be distributed differently. Stochastic variables which appear in conditioning sets can also be included within this framework if they satisfy the assumptions of weak exogeneity as defined by Engle, Hendry and Richard (1983). Let $Y_t = (y_t, x_t)$, where the parameters of the conditional distribution of $y$ given $x, g_t(y_t|x_t, \mathcal{F}_{t-1}, \theta)$ are of interest. Then expressing the density of $x$ as $h_t(x_t|\mathcal{F}_{t-1}, \phi)$ for some parameters $\phi$, the log-likelihood function can be written as:

$$L_T(Y, \theta, \phi) = \sum_{t=1}^{T} \log g_t(y_t|x_t, \mathcal{F}_{t-1}, \theta) + \sum_{t=1}^{T} \log h_t(x_t|\mathcal{F}_{t-1}, \phi).$$

If $\phi$ is irrelevant to the analysis, then $x_t$ is weakly exogenous. The information matrix will clearly be block diagonal between $\theta$ and $\phi$ and the MLE of $\theta$ will be obtained just by maximizing the first sum with respect to $\theta$. Therefore, if the log-likelihood $L_T$ satisfies Crowder's assumptions, then the conditional log-likelihood,

$$L^*_T(y, x, \theta) = \sum_{t=1}^{T} \log g_t(y_t|x_t, \mathcal{F}_{t-1}, \theta),$$
also will. Notice that this result requires only that \( x \) be weakly exogenous; it need not be strongly exogenous and can therefore depend upon past values of \( y \).

The GLS models of Section 5 can now also be written in this framework. Letting \( P'P = \Omega^{-1} \) for any value of \( \omega \), rewrite the model with \( y^* = Py, \ x^* = Px \) so that:

\[
y^* | x^* \sim N(x^*\beta, \sigma^2I)
\]

The parameters of interest are now \( \beta, \sigma^2 \) and \( \omega \). If the \( x \) were fixed constants, then so will be the \( x^* \). If the \( x \) were stochastic strongly exogenous variables as implied by (29), then so will be \( x^* \). The density \( h(x, \phi) \) will become \( h^*(x^*, \phi, \omega) \) but unless there is some strong a priori structure on \( h \), \( \omega \) will not enter \( h^* \). If the covariance structure is due to serial correlation then rewriting the model conditional on the past will transform it directly into the Crowder framework regardless of whether the model is already dynamic or not.

Based on (45), the score, Hessian and information matrix are defined by:

\[
s_T(y, \theta) = \frac{\partial L(y, \theta)}{\partial \theta}, \tag{46}
\]

\[
H_T(y, \theta) = \frac{\partial^2 L(y, \theta)}{\partial \theta \partial \theta'}, \tag{47}
\]

\[
\mathcal{J}_T(\theta) = \frac{1}{T} E s_T(y, \theta) s_T'(y, \theta).
\]

Notice that the information matrix depends upon the sample size because the \( y_i \)'s are not identically distributed.

The essential conditions assumed by Crowder are:

(a) the true \( \theta, \theta^* \), is an interior point of \( \Theta \);

(b) the Hessian matrix is a continuous function of \( \theta \) in a neighborhood of \( \theta^* \);

(c) \( \mathcal{J}_T(\theta^*) \) is non-singular;

(d) \( \operatorname{plim} (\mathcal{J}_T^{-1}(\theta) H_T(y, \theta)/T) = I \) for \( \theta \) in a neighborhood of \( \theta^* \); and

(e) a condition such that no term in \( y_t \) dominates the sum to \( T \).

Suppose the hypothesis to be tested is \( H_0: \theta = \theta^0 \) while the alternative is \( H_1: \theta = \theta^T \) where \( \operatorname{plim} T^{1/2}(\theta^T - \theta^0) = \delta \) for some vector \( \delta \).

Under these assumptions the maximum likelihood estimator of \( \theta, \hat{\theta} \) exists and is consistent with a limiting normal density given by:

\[
T^{1/2} \mathcal{J}_T^{-1/2}(\theta^*)(\hat{\theta} - \theta^*) \overset{D}{\to} N(0, I) \tag{47}
\]
Mean Value Taylor series expansions can be written as:

\[ L(\theta, y) = L(\hat{\theta}, y) - \frac{T}{2} (\theta - \hat{\theta})' A_T(\theta, \hat{\theta})(\theta - \hat{\theta}), \]
\[ s_T(\theta, y) = -TA_T(\theta, \hat{\theta})(\theta - \hat{\theta}), \]  

where \( T[A_T(\theta, \hat{\theta})]_{ij} = [H_T(\hat{\theta})]_{ij} \) and \( \bar{\theta} \in (\theta, \hat{\theta}) \) possibly at different points for different \((i, j)\). From (48) the Likelihood Ratio test is simply:

\[ \xi_{LR} = T(\theta^0 - \hat{\theta})' A_T(\theta^0, \hat{\theta})(\theta^0 - \hat{\theta}), \]

and the Wald test is:

\[ \xi_W = T(\theta^0 - \hat{\theta})' \mathcal{S}_T(\hat{\theta})(\theta^0 - \hat{\theta}). \]

Thus,

\[ \text{plim} |\xi_{LR} - \xi_W| = \text{plim} |T(\theta^0 - \hat{\theta})' (A_T(\theta^0, \hat{\theta}) - \mathcal{S}_T(\hat{\theta}))(\theta^0 - \hat{\theta})|. \]

The plim of the middle terms is zero for \( \theta^* = \theta^0 \) and for the sequence of local alternatives since again plim \( \theta^T = \theta^0 \). The terms \( T^{1/2}(\hat{\theta} - \theta^0) \) will converge in distribution under both \( H_0 \) and \( H_1 \) and therefore the product converges in probability to zero under \( H_0 \) and \( H_1 \). Thus \( \xi_{LR} \) and \( \xi_W \) have the same limiting distributions. Similarly, from (48) and (10):

\[ \xi_{LM} = Ts_T(\theta^0, y)' \mathcal{S}_T(\theta^0)^{-1}s_T(\theta^0, y) \]
\[ = T(\theta^0 - \hat{\theta})' A_T(\theta^0, \hat{\theta}) \mathcal{S}_T(\theta^0)^{-1} A_T(\theta^0, \hat{\theta})(\theta^0 - \hat{\theta}), \]

and by the same argument plim \( |\xi_{LR} - \xi_{LM}| = 0 \) for \( H_0 \) and local alternatives. Thus we have the following theorem:

**Theorem 1**

Under the assumptions in Crowder (1976), the Wald, Likelihood Ratio and Lagrange Multiplier test statistics have the same limiting distribution when the null hypothesis or local alternative are true.

Another way to describe this result is to rewrite (48) as:

\[ L(\theta, y) = L(\hat{\theta}, y) - \frac{T}{2} (\theta - \hat{\theta})' \mathcal{S}_T(\theta^0)(\theta - \hat{\theta}) + O_p(1), \]  

(49)
where $O_p(1)$ refers to the remainder terms which vanish in probability for $H_0$ and local alternatives. Thus, asymptotically the likelihood is exactly quadratic and Lemmas 1 and 2 establish that the tests are all the same. Furthermore, (49) establishes that $\hat{\theta}$ is asymptotically sufficient for $\theta$. To see this more clearly, rewrite the joint density of $y$ as:

$$f(y, \theta) = f(y, \hat{\theta}) \exp\left[-\frac{1}{2}(\theta - \hat{\theta})'\mathcal{S}_T(\theta^0)(\theta - \hat{\theta})\right] + O_p(1)$$

and notice that by the factorization theorem, $\hat{\theta}$ is sufficient for $\theta$ as long as $y$ does not enter the exponent which will be true asymptotically.

Finally, because $\hat{\theta}$ has a limiting normal distribution, with a known covariance matrix $\mathcal{S}(\theta^0)^{-1}$, all the testing results for hypotheses on the mean vector of a multivariate normal, now apply asymptotically by considering $\hat{\theta}$ as the data.

To explore the nature of this optimality, suppose that the likelihood function in (49) is exact without the $O_p(1)$ term. Then several results are immediately apparent. If $\theta$ is one dimensional, uniformly most powerful (UMP) tests will exist against one sided alternatives and UMP unbiased (UMPU) tests will exist against two sided alternatives.

If $\theta = (\theta_1, \theta_2)$ where $\theta_1$ is a scalar hypothesized to have value $\theta_1^0$ under $H_0$ but $\theta_2$ are unrestricted, then UMP similar or UMPU tests are available.

When $\theta_1$ is multivariate, an invariance criterion must be added. In testing the hypothesis $\mu = 0$ in the canonical model $V \sim N(\mu, I)$, there is a natural invariance with respect to rotations of $V$. If $\tilde{V} = DV$, where $D$ is an orthogonal matrix, then the testing problem is unchanged so that a test should be invariant to whether $V$ or $\tilde{V}$ are given. Essentially, this invariance says that the test should not depend on which order the $V$'s are in; it should be equally sensitive to deviations in all directions. The maximally invariant statistic in this problem is $\sum V_i^2$ which means that any test which is to be invariant can be based upon this statistic. Under the assumptions of the model, this will be distributed as $\chi^2_k(\lambda)$ with non-centrality parameter $\lambda = \mu'\mu$. The Neyman–Pearson lemma therefore establishes that the uniformly most powerful invariant test would be based upon a critical region:

$$C = \{ \sum V_i^2 > c \}.$$

To rewrite (49) in this form, let $\mathcal{S}_T(\theta^0)^{-1} = P'P$ and $V = P(\hat{\theta} - \theta^0)$. Then the maximal invariant is

$$T(\hat{\theta} - \theta^0)'\mathcal{S}_T(\theta^0)(\hat{\theta} - \theta^0)$$

which is distributed as $\chi^2_k(\lambda)$ where $\lambda = T\delta'\mathcal{S}_T(\theta^0)\delta$ where $\delta = \theta^1 - \theta^0$. The non-centrality parameter depends upon the distance between the null and alterna-
tive hypotheses in the metric $J_T(\theta^0)$.

If the null hypothesis in the canonical model specifies merely $H_0: \mu_1 = 0$, then an additional invariance argument is invoked, namely $\tilde{V}_2' = V_2 + K$, where $K$ is an arbitrary set of constants, and $V' = (V_1', V_2')$. Then the maximal invariant is $V_1'V_1$ which in (49) becomes:

$$\xi = T(\hat{\theta}_1 - \theta_1^0)'\left( J_{11} - J_{12} J_{22}^{-1} J_{21} \right)(\hat{\theta}_1 - \theta_1^0).$$  \hspace{1cm} (50)

The non-centrality parameter becomes:

$$\lambda = \mu_1'\mu_1 = T\delta_1'\left( J_{11} - J_{12} J_{22}^{-1} J_{21} \right)\delta_1.$$  \hspace{1cm} (51)

Thus, any test which is invariant can be based on this statistic and a uniformly most powerful invariant test would have a critical region of the form:

$$C = \{ \xi \geq c \}.$$

This argument applies directly to the Wald, Likelihood Ratio and LM tests. Asymptotically the remainder term in the likelihood function vanishes for the null hypothesis and for local alternatives. Hence, these tests can be characterized as asymptotically locally most powerful invariant tests. This is the general optimality property of such tests which often will be simply called asymptotic optimality. For further details on these arguments the reader is referred to Cox and Hinckley (1974, chs. 5, 9), Lehmann (1959, chs. 4, 6, 7), and Ferguson (1967, chs. 4, 5).

In finite samples many tests derived from these principles will have stronger properties. For example, if a UMP test exists, a locally most powerful test will be it. Because of the invariance properties of the likelihood function it will automatically generate tests with most invariance properties and all tests will be functions of sufficient statistics.

One further property of Lagrange Multiplier tests is useful as it gives a general optimality result for finite samples. For testing $H_0: \theta = \theta^0$ against a local alternative $H_1: \theta = \theta^0 + \delta$ for $\delta$ a vector of small numbers, the Neyman–Pearson lemma shows that the likelihood ratio is a sufficient statistic for the test. The likelihood ratio is:

$$e^\lambda = L(\theta^0, y) - L(\theta^0 + \delta, y)$$

$$= s(\theta^0, y)'\delta,$$

for small $\delta$. The best test for local alternatives is therefore based on a critical
region:

\[ C = \{ s'\delta > c \} \]

In this case \( \delta \) chooses a direction. However, if invariance is desired, then the test would be based upon the scores in all directions:

\[ C = \left\{ s(\theta^0)'J^{-1}(\theta^0)s(\theta^0) > c \right\} \]

as established above. If an exact value of \( c \) can be obtained, the Lagrange Multiplier test will be locally most powerful invariant for finite samples as well as asymptotically. This argument highlights the focus upon the neighborhood of the null hypothesis which is implicit in the LM procedure. King and Hillier (1980) have used this argument to establish this property in a particular case of interest where the exact critical value can be found.

7. The Lagrange Multiplier test as a diagnostic

The most familiar application of hypothesis testing is the comparison of a theory with the data. For some types of departure from the theory which might be of concern the theory may be rejected. The existence of an alternative theory is thus, very important.

A second closely related application is in the comparison of a statistical model with the data. Rarely do we know a priori the exact variables, functional forms and distribution implicit in a particular theory. Thus, there is some requirement for a specification search. At any stage in this search it may be desirable to determine whether an adequate representation of the data has been achieved. Hypothesis testing is a natural way to formulate such a question where the null hypothesis is the statistical model being used and the alternative is a more general specification which is being contemplated. A test statistic for this problem is called a diagnostic as it checks whether the data are adequately represented by the model. The exact significance of such a test is difficult to ascertain when it is one of a sequence of tests, but it should still be a sufficient statistic for the required inference and conditional on this point in the search, the size is known. In special cases of nested sequential tests, exact asymptotic significance levels can be calculated because the tests are asymptotically independent. For example see Sargan (1980) and Anderson (1971).

Frequently in applied research, the investigator will estimate several models but may not undertake comprehensive testing of the adequacy of his preferred model. Particular types of misspecification are consistently ignored. For example, the use
of static models for time series data with the familiar low Durbin–Watson was tolerated for many years although now most applied workers make serial correlation corrections.

However, the next stage in generalization is to relax the "common factors" restriction implicit in serial correlation assumptions [see Hendry and Mizon (1980)] and estimate a dynamic model. Frequently, the economic implications will be very different.

This discussion argues for the presentation of a variety of diagnostics from each regression. Overfitting the model in many different directions allows the investigator to immediately assess the quality and stability of his specification.

The Lagrange Multiplier test is ideal for many of these tests as it is based upon parameters fit under the null which are therefore already available. In particular, the LM test can usually be written in terms of the residuals from the estimate under the null. Thus, it provides a way of checking the residuals for non-randomness. Each alternative considered indicates the particular type of non-randomness which might be expected.

Look for a moment at the LM test for omitted variables described in (37). The test is based upon the $R^2$ of the regression of the residuals on the included and potentially excluded variables. Thus, the test is based upon the squared partial correlation coefficient between the residuals and the omitted variables. This is a very intuitive way to examine residuals for non-randomness.

In the next sections, the LM test for a variety of types of mis-specification will be presented. In Section 8, tests for non-spherical disturbances will be discussed while Section 9 will examine tests for misspecified mean functions including non-linearities, endogeneity, truncation and several other cases.

8. Lagrange Multiplier tests for non-spherical disturbances

A great deal of research has been directed at construction of LM tests for a variety of non-spherical disturbances. In most cases, the null hypothesis is that the disturbances are spherical; however, tests have also been developed for one type of covariance matrix against a more complicated one. In this section we will first discuss tests against various forms of heteroscedasticity as in Breusch and Pagan (1980), Engle (1982) and Godfrey (1978). Then tests against serial correlation as given by Godfrey (1978b, 1979), Breusch (1979), and Breusch and Pagan (1980) are discussed.

Tests against other forms of non-spherical disturbances have also been discussed in the literature. For example, Breusch and Pagan (1980) develop a test against variance components structures and Breusch (1979) derives the tests for seemingly unrelated regression models.
8.1. Testing for heteroscedasticity

Following Breusch and Pagan (1980), let the model be specified as:

\[ y_i | x_i, z_i \sim IN(x_i \beta, h(z, \alpha)) \]  \hspace{2cm} (52)

where \( z_i \) is a \( 1 \times (p + 1) \) vector function of \( x_i \), or other variables legitimately taken as given for this analysis. The function \( h \) is of known form with first and second derivatives and depends upon an unknown \( p + 1 \times 1 \) vector of parameters \( \alpha \). The first element of \( z \) is constant with coefficient \( \alpha_0 \) so under \( H_0: \alpha_1 = \cdots = \alpha_p = 0 \), the model is the classical normal regression model. The variance model includes most types of heteroscedasticity as special cases. For example, when

\[ h(z, \alpha) = e^{z_i \alpha}, \]

multiplicative forms are implied, while

\[ h(z, \alpha) = (z, \alpha)^k \]

gives linear and quadratic cases for \( k = 1, 2 \). Special case of this which might be of interest would be:

\[ h(z, \alpha) = (\alpha_0 + \alpha_1 x_i \beta)^2, \]

\[ h(z, \alpha) = \exp(\alpha_0 + \alpha_1 x_i \beta), \]

where the variance is related to the mean of \( y_i \).

From applications of the formulae for the LM test given above, Breusch and Pagan derive the LM test. Letting \( \theta_1 = (\alpha_1, \ldots, \alpha_p) \) and \( \partial h / \partial \theta_1 |_{\theta_1 = 0} = \kappa z \), where \( \kappa \) is a scalar, the score is:

\[ s(\theta_0, y) = f' z \kappa / \hat{\sigma}^2, \]

\[ \xi_{LM} = \frac{T}{2} f' z (z' z)^{-1} z' f, \]  \hspace{2cm} (53)

where \( f_i = \hat{u}_i^2 / \hat{\sigma}_i^2 - 1 \), \( f \) and \( z \) are matrices with typical rows \( f_i \) and \( z_i \) and \( \hat{u} \) and \( \hat{\sigma}_i^2 \) are the residuals and variance estimates under the null. This expression is simply one-half the explained sum of squares of a regression of \( f \) on \( z \). As pointed out by Engle (1978), \( \text{plim} \ f' f / T = 2 \) under the null and local alternatives, so an asymptotically equivalent test statistic is \( TR^2 \) from this regression. As long as \( z \) has an intercept, adding 1 to both sides and multiplying by a constant \( \hat{\sigma}^2 \) will not change the \( R^2 \), thus, the statistic can be computed by regressing \( \hat{u}^2 \) on \( z \) and calculating \( TR^2 \) of this regression. Koenker (1981) shows that this form is more robust to departures from normality.
The remarkable result of this test however is that \( \kappa \) has vanished. The test will be the same regardless of the form of \( h \). This happens because both the score and the information matrix include only the derivative of \( h \) under \( H_0 \) and thus the overall shape of \( h \) does not matter. As far as the LM test is concerned, the alternative is:

\[
h = z_i \alpha \kappa,
\]

where \( \kappa \) is a scalar which is obviously irrelevant. This illustrates quite clearly both the strength and the weakness of local tests. One test is optimal for all \( h \) much as in the UMP case, however it seems plausible that it suffers from a failure to use the functional form of \( h \).

Does this criticism of the LM test apply to the W and LR tests? In both cases, the parameters \( \alpha \) must be estimated by a maximum likelihood procedure and thus the functional form of \( h \) will be important. However, the optimality of these tests is only claimed for local alternatives. For non-local alternatives the power function will generally go to one in any case and thus the shape of \( h \) is irrelevant from an asymptotic point of view. It remains possible that the finite sample non-local performance of the W and LR tests with the correct functional form for \( h \) could be superior to the LM. Against this must be set the possible computational difficulties of W and LR tests which may face convergence problems for some points in the sample space. Some Monte Carlo evidence that the LM test performs well in this type of situation is contained in Godfrey (1981).

Several special cases of this test procedure illustrate the power of the technique. Consider the model \( h = \exp(\alpha_0 + \alpha_1 x_i \beta) \), where \( H_0: \alpha_1 = 0 \). The score as calculated in (53) evaluates all parameters, including \( \beta \), under the null. Thus, \( x_i \hat{\beta} = \hat{y}_i \), the fitted values under the null. The heteroscedasticity test can be shown to have the same limiting distribution for \( x_i \beta \) as for \( x_i \hat{\beta} \) and therefore it can easily be constructed as \( TR^2 \) from \( \hat{u}_i^2 \) on a constant and \( \hat{y}_i \). If the model were \( h = \exp(\alpha_0 + \alpha_1 (x_i \beta)^2) \) then the regression would be on a constant and \( \hat{y}_i^2 \). Thus it is very easy to construct tests for a wide range of, possibly complex, alternatives.

Another interesting example is provided by the Autoregressive Conditional Heteroscedasticity (ARCH) model of Engle (1982). In this case \( z_i \) includes lagged squared residuals as well as perhaps other variables. The conditional variance is hypothesized to increase when the residuals increase. In the simplest case:

\[
h = \alpha_0 + \alpha_1 \hat{u}_{t-1}^2 + \cdots + \alpha_p \hat{u}_{t-p}^2
= z_t \alpha.
\]

This is really much like that discussed above as \( \hat{u}_{t-1} = y_{t-1} - x_{t-1} \hat{\beta} \) and both \( y_{t-1} \)

\(^1\)Adrian Pagan has suggested and used this model.
and \( x_{t-1} \) are legitimately taken as given in the conditional distribution. The test naturally comes out to be a regression of \( \hat{u}_t^2 \) on \( \hat{u}_{t-1}^2, \ldots, \hat{u}_{t-p}^2 \) and an intercept with the statistic as \( TR^2 \) of this regression.

Once a heteroscedasticity correction has been made, it may be useful to test whether it has adequately fixed the problem. Godfrey (1979) postulates the model:

\[
\sigma_t^2 = h(z_t, \alpha) + g(q_t, \gamma),
\]

where \( g(0) = 0 \). The null hypothesis is therefore \( H_0: \gamma = 0 \). Under the null, estimates of \( \hat{\alpha} \) and \( \hat{u} = y_t - x_t \hat{\beta} \) are obtained, \( \hat{\sigma}_t = h(z_t, \hat{\alpha}) \) and the derivative of \( h \) at each point \( z_t, \hat{\alpha} \) can be calculated as \( \hat{h}' \). Of course, if \( h \) is linear, this is just a constant. The test is simply again \( TR^2 \) of an auxiliary regression. In this case the regression is of:

\[
\frac{\hat{u}_t^2 - \hat{\sigma}_t^2}{\hat{\sigma}_t^2} \quad \text{on} \quad \frac{\hat{h}' z_t}{\hat{\sigma}_t^2} \quad \text{and} \quad \frac{q_t}{\hat{\sigma}_t^2},
\]

and the statistic will have the degrees of freedom of the number of parameters in \( q_t \).

White (1980a) proposes a test for very general forms of heteroscedasticity. His test includes all the alternatives for which the least squares standard errors are biased. The heteroscedastic model includes all the squares and crossproducts of the data. That is, if the original model were \( y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \epsilon \), the White test would consider \( x_1, x_2, x_1^2, x_2^2 \) and \( x_1 x_2 \) as determinants of \( \sigma^2 \). The test is as usual formulated as \( TR^2 \) of a regression of \( u^2 \) on these variables plus an intercept. These are in fact just the regressors which would be used to test for random coefficients as in Breusch and Pagan (1979).

### 8.2. Serial correlation

There is now a vast literature on testing for and estimating models with serial correlation. Tests based on the LM principles are the most recent addition to the econometrician's tool kit and as they are generally very simple, attention will be confined to them.

Suppose:

\[
y_i | x_i \sim N(x_i \beta, \sigma_u^2),
\]

\[
\alpha(L) u_t = \epsilon, \quad u_t = y_t - x_t \beta, \quad \alpha(L) = 1 - \alpha_1 L - \alpha_2 L^2 - \cdots - \alpha_p L^p,
\]

\[(55)\]
and $\epsilon_t$ is a white noise process. Then it may be of interest to test the hypothesis $H_0$: $\alpha_1 = \cdots = \alpha_p = 0$. Under $H_0$, ordinary least squares is maximum likelihood and thus the LM approach is attractive for its simplicity. An alternative formulation of (55) which shows how it fits into Crowder's framework is:

$$y_t | x_t, \psi_{t-1} \sim N(1 - \alpha(L))y_t + \alpha(L)x_t\beta, \sigma^2),$$

(56)

where $\psi_{t-1}$ is the past information in both $y$ and $x$. Thus, again under $H_0$ the regression simplifies to OLS but under the alternative, there are non-linear restrictions. The formulation (56) makes it clear that serial correlation can also be viewed as a restricted model relative to the general dynamic model without the non-linear restrictions. This is the common factor test which is discussed by Hendry and Mizon (1980) and Sargan (1980) and for which Engle (1979a) gives an LM test.

The likelihood function is easily written in terms of (56) and the score is simply:

$$s(y, \theta) = \frac{1}{\sigma^2}U'\tilde{u},$$

(57)

where $U$ has rows $U_t = (\tilde{u}_{t-1}, \tilde{u}_{t-2}, \ldots, \tilde{u}_{t-p})$.

From the form of (57) it is clear that the LM test views $U_t$ as an omitted set of variables from the original regression. Thus, as established more rigorously by Godfrey (1978a) and Engle (1979a), the test can be computed by regressing $\tilde{u}_t$ on $x_t, U_t$ and testing $TR^2$ as a $\chi^2_p$. The argument is essentially that because the score has the form of (31), the test will look like (38). If $x_t$ includes no lagged dependent variables, then plim $x'U/T = 0$ and the auxiliary regression will be unaffected by leaving out the $x$'s. The test therefore is simply computed by regressing $\tilde{u}_t$ on $\tilde{u}_{t-1}, \ldots, \tilde{u}_{t-p}$ and checking $TR^2$. For $p = 1$, this test is clearly asymptotically equivalent to the Durbin–Watson statistic.

The observation that $U'x$ will have expected value zero when $x$ is an exogenous variable, suggests that in regression models with lagged dependent variables perhaps such products should be set to their expected value which is zero. If this is done systematically, the resulting test is Durbin's (1970) $h$ test, at least for the first order case. Thus the $h$ test uses the a priori structure to set some of the terms of the LM test to zero. One might expect better finite sample performance from this, however, the few Monte Carlo experiments do not show such a difference. Instead, this test performs about equally well when it exists, however, for some points in the sample space, it gives imaginary values. These apparently convey no information about the validity of the null hypothesis and are a result of the approximation of a positive definite matrix by one which is not always so. Because of this fact and the difficulty of generalizing the Durbin test for higher
order serial correlation and higher order lags of dependent variables, the LM test is likely to be preferred at least for higher order problems. See Godfrey and Tremayne (1979) for further details.

It would seem attractive to construct a test against moving average disturbances. Thus suppose the model has the form:

\[ y_t | x_t \sim N(x_t \beta, \sigma_u^2), \]
\[ y_t - x_t \beta = u_t, \]
\[ u_t = \epsilon_t - \alpha_1 \epsilon_{t-1} - \cdots - \alpha_p \epsilon_{t-p}, \]  

(58)

where \( \epsilon \) is again a white noise process. Then \( \epsilon_t = y_t - x_t \beta - \alpha_1 \epsilon_{t-1} - \cdots - \alpha_p \epsilon_{t-p} \) so the log-likelihood function is proportional to:

\[ L = - \sum_{t=1}^{T} \left( y_t - x_t \beta - \alpha_1 \epsilon_{t-1} - \cdots - \alpha_p \epsilon_{t-p} \right)^2 / 2\sigma^2. \]

The score evaluated under the null that \( \alpha_1 = \cdots = \alpha_p = 0 \) is simply:

\[ s(y, \bar{\theta}) = \bar{U}'U/\sigma^2, \]

which is identical to that in (57) for the AR(\( p \)) model. As the null hypothesis is the same, the two tests will be the same. Again, the LM tests for different alternatives turn out to be the same test. For local alternatives, the autoregressive and moving average errors look the same and therefore one test will do for both.

When a serial correlation process has been fit for a particular model, it may still be of interest to test for higher order serial correlation. Godfrey (1978b) supposes that a \( (p, q) \) residual model has been fit and that \( (p + r, q) \) is to be taken as the alternative not surprisingly, the test against \( (p, q + r) \) is identical. Consider here the simplest case where \( q = 0 \). Then the residuals under the null can be written as:

\[ \tilde{\epsilon}_t = y_t - x_t \bar{\beta}, \]
\[ \tilde{\epsilon}_t = \tilde{u}_t - \tilde{\gamma}_1 \tilde{u}_{t-1} - \cdots - \tilde{\gamma}_p \tilde{u}_{t-p}. \]

The test for \( (p + r, 0) \) or \( (p, r) \) error process can be calculated as \( TR^2 \) of the regression of \( \tilde{\epsilon}_t \) on \( \tilde{x}_t, \tilde{u}_{t-1}, \ldots, \tilde{u}_{t-p}, \tilde{\epsilon}_{t-1}, \ldots, \tilde{\epsilon}_{t-r} \), where \( \tilde{x}_t = x_t - \tilde{\gamma}_1 x_{t-1} - \cdots - \tilde{\gamma}_p x_{t-p} \). Just as in the heteroscedasticity case the regression is of transformed residuals on transformed data and the omitted variables. Here the new ingredient is the inclusion of \( \tilde{u}_{t-1}, \ldots, \tilde{u}_{t-p} \) in the regression to account for the optimization over \( \gamma \) under the null.

This approach applies directly to diagnostic tests for time series models. Godfrey (1979a), Poskitt and Tremayne (1980), Hosking (1980) and Newbold
have developed and analyzed tests for a wide range of alternatives. In each case the score depends simply on the residual autocorrelations, however the tests differ from the familiar Box–Pierce–Portmanteau test in the calculation of the critical region. Consequently, the LM tests will have superior properties at least asymptotically for a finite parameterization of the alternative. If the number of parameters under test becomes large with the sample size then the tests become asymptotically equivalent. However, one might suspect that the power properties of tests against low order alternatives might make them the most suitable general purpose diagnostic tools.

When LM tests for serial correlation are derived in a simultaneous equation framework, the statistics are somewhat more complicated and in fact there are several incorrect tests in the literature. The difficulty arises over the differences in instrument lists under the null and alternative models. For a survey of this material plus presentation of several tests, see Breusch and Godfrey (1980). In the standard simultaneous equation model:

\[ Y_t \Gamma + X_t \beta = U_t, \]
\[ U_t = RU_{t-1} + \epsilon_t, \]

(59)

where \( Y \) and \( U_t \) are \( 1 \times G \), \( X_t \) is \( 1 \times K \) and \( R \) is a square \( G \times G \), matrix of autoregressive coefficients, they seek to test \( H_0: R = 0 \) both in the FIML and LIML context. They conclude that if \( \tilde{U}_t \) is the set of residuals estimated under the assumption of no serial correlation, then the LM test can be approximated by any standard significance test in the augmented model:

\[ Y_t \Gamma + X_t \beta - R \tilde{U}_{t-1} = \epsilon_t. \]

(60)

Thus comparing the likelihood achieved under (59) and (60) would provide an asymptotically equivalent test to the LM test. As usual, this is just one of many computational techniques.

9. Testing the specification of the mean in several complex models

A common application of LM tests is in econometric situations where the estimation requires iterative procedures to maximize the likelihood function. In this section a variety of situations will be discussed where possibly complex misspecifications of the mean function are tested. LM tests for non-linearities, for common factor dynamics, for weak and strong exogeneity and for omitted variables in discrete choice and truncated dependent variable models are presented below. These illustrate the simplicity of LM tests in complex models and suggest countless other examples.
9.1. Testing for non-linearities

Frequently an empirical relationship derived from economic theory is highly non-linear. This is typically approximated by a linear regression without any test of the validity of the approximation. The LM test generally provides a simple test of such restrictions because it uses estimates only under the null hypothesis. While it is ideal for the case where the model is linear under the null and non-linear under the alternative, the procedures also greatly simplify the calculation when the null is non-linear. Three examples will be presented which show the usefulness of this set of procedures.

If the model is written as:

$$y_t | x_t \sim N(g(x_t, \beta), \sigma^2),$$

then the score under the null will have the form:

$$s(y, \hat{\beta}) = \frac{1}{\sigma^2} \sum \hat{u}_t \frac{\partial g}{\partial \beta}(x_t, \beta)|_0.$$

Thus the derivative of the non-linear relationship evaluated with parameter estimated under the null, can be considered as an omitted variable. The test would be given by the formulations in Section 5.

As an example, consider testing for a liquidity trap in the demand for money. Several studies have examined this hypothesis. Pifer (1969), White (1972) and Eisner (1971) test for a liquidity trap in logarithmic or Box–Cox functional forms while Konstas and Khouja (1969) (K–K) use a linear specification. Most studies find maximum likelihood estimates of the interest rate floor to be about 2% but they differ on whether this figure is significantly different from zero. Pifer says it is not significant, Eisner corrects his likelihood ratio test and says it is, White generalizes the form using a Box–Cox transformation and concludes that it is not different from zero. Recently Breusch and Pagan (1977a) have re-examined the Konstas and Khouja form and using a Lagrange Multiplier test, conclude that the liquidity trap is significant.

Except for minor footnotes in some of the studies, there is no mention of the serial correlation which exists in the models. In re-estimating the Konstas–Khouja model, the Durbin–Watson statistic was found to be 0.3 which is evidence of a severe problem with the specification and that the distribution of all the test statistics may be highly misleading.

The model estimated by K–K is:

$$M = \gamma Y + \beta (r - \alpha)^{-1} + \epsilon,$$  \hspace{1cm} (61)
where $M$ is real money demand, $Y$ is real GNP and $r$ is the interest rate. Perhaps their best results are when $M1$ is used for $M$ and the long-term government bond rate is used for $r$. The null hypothesis to be tested is $\alpha = 0$. The normal score is proportional to $u'z$ where $z$, the omitted variable, is the derivative of the right-hand side with respect to $\alpha$ evaluated under the null:

$$ z = \left. \frac{\partial g}{\partial \alpha} \right|_0 = \frac{\beta}{r^2}. $$

Therefore, the LM test is a test of whether $1/r^2$ belongs in the regression along with $Y$ and $1/r$.

Breusch and Pagan obtain the statistic $\xi_{LM} = 11.47$ and therefore reject $\alpha = 0$. Including a constant term this becomes 5.92 which is still very significant in the $X^2$ table. However, correcting for serial correlation in the model under the null changes the results dramatically. A second-order autoregressive model with parameters 1.5295 and $-0.5597$ was required to whiten the residuals. These parameters are used in an auxiliary regression of the transformed residual on the three transformed right-hand side variables and a constant, to obtain an $R^2 = 0.01096$. This is simply GLS where the covariance parameters are assumed known. Thus, the LM statistic is $\xi_{LM} = 0.515$ which is distributed as $X^2$ if the null is true. As can be seen it is very small suggesting that the liquidity trap is not significantly different from zero.

As a second example, consider testing the hypothesis that the elasticity of substitution of a production function is equal to 1 against the alternative that is constant but not unity. If $y$ is output and $x_1$ and $x_2$ are factors of production, the model under the alternative can be written as:

$$ \log y = -\frac{\alpha}{\rho} \log(\delta x_1^{-\rho} + (1-\delta)x_2^{-\rho}) + u. \quad (62) $$

If $\rho = 0$, the elasticity of substitution is one and the model becomes:

$$ \log y = \alpha \delta \log x_1 + \alpha (1-\delta) \log x_2 + u. $$

To test the hypothesis $\rho = 0$, it is sufficient to calculate $\partial g/\partial \rho|_{\rho=0}$ and test whether this variable belongs in the regression. In this case

$$ \left. \frac{\partial g}{\partial \rho} \right|_{\rho=0} = -\frac{\alpha}{2} \delta (1-\delta) \left( \log \frac{x_1}{x_2} \right)^2 $$

which is simply the Kmenta (1967) approximation. Thus the Cobb–Douglas form can be estimated with appropriate heteroscedasticity or serial correlation and the
unit elasticity assumption tested with power equal to a likelihood ratio test without ever doing a non-linear regression.

As a third example, Davidson, Hendry, Srba and Yeo (1978) estimate a consumption function for the United Kingdom which pays particular attention to the model dynamics. The equation finally chosen can be expressed as:

$$\Delta_4 c_t = \beta_1 \Delta_4 y_t + \beta_2 \Delta_1 \Delta_4 y_t + \beta_3 (c_{t-4} - y_{t-4})$$

$$+ \beta_4 \Delta_4 D_t + \beta_5 \dot{p}_t + \beta_6 \Delta_1 \dot{p}_t,$$  \hspace{1cm} (63)

where $c$, $y$ and $p$ are the logs of real consumption, real personal disposable income and the price level, and $\Delta_i$ is the $i$th difference. In a subsequent paper Hendry and Von Ungern-Sternberg (1979) argue that the income series is mismeasured in periods of inflation. The income which accrues from the holdings of financial assets should be measured by the real rate of interest rather than the nominal as is now done. There is a capital loss of $p$ times the asset which should be netted out of income. The appropriate log income measure is $y^*_t = \log(Y_t - \alpha \dot{p} L_{t-1})$ where $L$ is liquid assets of the personal sector and $\alpha$ is a scale parameter to reflect the fact that $L$ is not all financial assets.

The previous model corresponds to $\alpha = 0$ and the argument for the respecification of the model rests on the presumption that $\alpha \neq 0$. The LM test can be easily calculated whereas the likelihood ratio and Wald tests require non-linear estimation if not respecification. The derivative of $y^*$ with respect to $\alpha$ evaluated under the null is simply $-p L_{t-1}/Y_t$. Denote this by $x_\alpha$. The score is proportional to $u'z$, where $z = \beta_1 \Delta_4 x_t + \beta_2 \Delta_1 \Delta_4 x_t - \beta_3 x_{t-4}$, and the betas are evaluated at their estimates under the null. This is now a one degree of freedom test and can be simply performed. The test is significant with a chi squared value of 5. As a one tailed test it is significant at the 2.5% level.

9.2. Testing for common factor dynamics

In a standard time series regression framework, there has been much attention given to the testing and estimation of serial correlation patterns in the disturbances. A typical model might have the form:

$$y_t = x_t \beta + u_t, \quad \rho(L) u_t = \epsilon_t, \quad \epsilon_t \sim \text{IN}(0, \sigma^2),$$  \hspace{1cm} (64)

where $\rho(L)$ is an $r$th order lag polynomial and $x_t$ is a $1 \times k$ row vector which for the moment is assumed to include no lagged exogenous or endogenous variables.

Sargan (1964, 1980) and Hendry and Mizon (1978) have suggested that this is often a strong restriction on a general dynamic model. By multiplying through by $\rho(L)$ the equation can equivalently be written as:

$$\rho(L) y_t = \rho(L) x_t \beta + \epsilon_t.$$  \hspace{1cm} (65)
This model includes a set of non-linear parameter restrictions which essentially reduce the number of free parameters to \( k + r \) instead of the full \( (k + 1)r \) which would be free if the restriction were not imposed. A convenient parameterization of the unrestricted alternative can be given in terms of another matrix of lag polynomials \( \theta(L) \) which is a \( 1 \times k \) row vector each element of which is an \( r \)th order lag polynomial with zero order lag equal to zero. That is \( \theta(0) = 0 \). The unrestricted model is given by:

\[
\rho(L) y_t = \rho(L)x_t \beta + \theta(L)x'_t + \epsilon_t, \tag{66}
\]

which simplifies to the serial correlation case if all elements of \( \theta \) are zero. Thus, the problem can be parameterized in terms of \( z = (x_{-1}, \ldots, x_{-r}) \) as a matrix of \( kr \) omitted variables in a model estimated with GLS. The results of Section 5 apply directly. The test is simply \( TR^2 \) of \( \tilde{\epsilon}_t \) on \( \tilde{\rho}(L)x_t, z_t \) and \( (\tilde{u}_{t-1}, \ldots, \tilde{u}_{t-r}) \), or equivalently, on \( x_t, z_t \) \( (y_{-1}, \ldots, y_{-r}) \).

Now if \( x \) includes lags, the test must be very slightly modified. The matrix \( z \) will, in this case, include variables which are already in the model and thus the auxiliary regression will see a data set with perfect multicollinearity. The solution is to eliminate the redundant elements of \( z \) as these are not testable in any case. The test statistic will have a correspondingly reduced number of degrees of freedom.

A more complicated case occurs when it is desired to test that the correlation is of order \( r \) against the alternative that it is of order \( r - 1 \). Here the standard test procedure breaks down. See Engle (1979a) for a discussion and some suggestions.

9.3. Testing for exogeneity

Tests for exogeneity are a source of controversy partly because of the variety of definitions of exogeneity implicit in the formulation of the hypotheses. In this paper the notions of weak and strong exogeneity as formulated by Engle et al. (1983) will be used in the context of linear simultaneous equation systems. In this case weak exogeneity is essentially that the equations defining weakly exogenous variables can be ignored without a loss of information. In textbook cases weakly exogenous variables are predetermined. Strong exogeneity implies, in addition, that the variables in question cannot be forecast by past values of endogenous variables which is the definition implicit in Granger (1969) "non-causality".

Consider a complete simultaneous equation system with \( G \) equations and \( K \) predetermined variables so that \( Y, \epsilon, \) and \( V \) are \( T \times G \), \( X \) is \( T \times K \) and the coefficient matrices are conformable. The structural and reduced forms are:

\[
YB = X\Gamma + \epsilon, \quad E\epsilon'_t \epsilon_t = \Omega, \tag{67}
\]

\[
Y = X\Pi + V, \tag{68}
\]
where \( \epsilon_i \) are rows of \( \epsilon \) which are independent and the \( x \) are weakly exogenous. Partitioning this set of equations into the first and the remaining \( G - 1 \), the structure becomes:

\[
\begin{align*}
Y_1 - Y_2 \beta &= x_1 \gamma + \epsilon_1, \\
- y_1 \alpha' + Y_2 B_2 &= X_2 \Gamma_2 + \epsilon_2,
\end{align*}
\]

where \( X_2 \) may be the same as \( X \) and

\[
B = \begin{pmatrix}
1 & -\alpha' \\
-\beta & B_2
\end{pmatrix}, \quad \Omega = \begin{pmatrix}
\Omega_{11} & \Omega_{12} \\
\Omega_{21} & \Omega_{22}
\end{pmatrix}.
\]

The hypothesis that \( Y_2 \) is weakly exogenous to the first equation in this full information context is simply the condition for a recursive structure:

\[
H_0: \alpha = 0, \Omega_{12} = 0,
\]

which is a restriction of \( 2G - 2 \) parameters.

Several variations on this basic test are implicit in the structure. If the coefficient matrix is known to be triangular, then \( \alpha = 0 \) is part of the maintained hypothesis and the test becomes simply a test for \( \Omega_{12} = 0 \). This test is also constructed below; Holly (1979) generalized the result to let the entire \( B \) matrix be assumed upper triangular and obtains a test of the diagonality of \( \Omega \) and Engle (1982a) has further generalized this to block recursive systems. If some of the elements of \( \beta \) are known to be zero, then the testing problem remains the same. In the special case where \( B_2 \) is upper triangular between the included and excluded variables of \( Y_2 \) and the disturbances are uncorrelated with those of \( y_1 \) and the included \( y_2 \), then it is only necessary to test that the \( \alpha \)'s and \( \Omega \)'s of the included elements of \( y_2 \) are zero. In effect, the excluded \( y_2 \) now form a higher level block of a recursive system and the problem can be defined a priori to exclude them also from \( y_2 \). Thus without loss of generality the test in (72) can be used when some components of \( \beta \) take unknown values.

To test (72) with (67) maintained, first construct the normal log likelihood \( L \), apart from some arbitrary constants:

\[
L = T \log |B| - \frac{T}{2} \log |\Omega| - \frac{1}{2} \sum_{t=1}^{T} \epsilon_t \Omega^{-1} \epsilon_t'.
\]
Partitioning this as in (71) using the identity $|Ω| = |Ω_{22}| |Ω_{11} - Ω_{12}Ω_{22}^{-1}Ω_{21}|$ gives:

$$L = T \log |B_2| + T \log |1 - α' B_2^{-1} β| - \frac{T}{2} \log |Ω_{22}| - \frac{T}{2} \log |Ω_{11} - Ω_{12}Ω_{22}^{-1}Ω_{21}| - \frac{1}{2} \sum_t e_{1t} Ω_{11} e'_{1t} - \frac{1}{2} \sum_t e_{2t} Ω_{22} e'_{2t} - \sum_t e_{1t} Ω_{12} e'_{2t},$$

where the superscripts on $Ω$ indicate the partitioned inverse. Differentiating with respect to $α$ and setting parameters to their values under the null gives the score:

$$\frac{∂L}{∂α} \bigg|_0 = -T B_2^{-1} β + \sum_t ̃Ω_{22} ̃U_{2t}' y_{1t},$$

where tildes represent estimates under the null and $̃U_{2t}$ is the row vector of residuals under the null. Recognizing that $∑_t ̃Ω_{22} ̃U_{2t}' ̃U_{2t}/T = I$, this can be rewritten as:

$$\frac{∂L}{∂α} \bigg|_0 = \sum_t ̃Ω_{22} ̃U_{2t}' (y_{1t} - ̃U_{2t} B_2^{-1} ̃β) \equiv \sum_t ̃Ω_{22} ̃U_{2t}' (y_{1t} + ̃u_{1t}),$$

where $y_{1t}$ is the reduced form prediction of $y_1$ which is given in this case as $x_1 \tilde{γ} + x_2 \tilde{I}_2 B_2^{-1} ̃β$. Clearly, under the null hypothesis, the score will have expected value zero as it should. Using tensor notation this can be expressed as:

$$s_α = (I \otimes (y_{1t} + ̃u_{1t}))' (̃Ω_{22}^{-1} \otimes I) \text{vec} (̃U_2),$$

which is in the form of omitted variables from a stacked set of regressions with covariance matrix $̃Ω_{22}^{-1} \otimes I$. This is a GLS problem which allows calculation of a test for $α = 0$ under the maintained hypothesis that $Ω_{12} = 0$. Because of the simultaneity, the procedure in Engle (1982a) should be followed.

The other part of the test in (72) is obtained by differentiating with respect to $Ω_{12}$ and evaluating under the null. It is not hard to show that all terms in the derivative vanish except the last. Because $∂Ω^{12}/∂Ω_{12} \big|_0 = -Ω_{11}^{-1} Ω_{22}^{-1}$ the score can be written as:

$$s_{Ω_{12}} = \sum ̃u_{1t} ̃Ω_{11}^{-1} ̃Ω_{22}^{-1} ̃U_{2t}'$$

where $t$ and $s$ indicate estimates under the null.

$$s_{Ω_{12}} = \sum ̃u_{1t} ̃Ω_{11}^{-1} ̃Ω_{22}^{-1} ̃U_{2t}'$$

This is a GLS problem which allows calculation of a test for $a = 0$ under the maintained hypothesis that $Ω_{12} = 0$. Because of the simultaneity, the procedure in Engle (1982a) should be followed.

The other part of the test in (72) is obtained by differentiating with respect to $Ω_{12}$ and evaluating under the null. It is not hard to show that all terms in the derivative vanish except the last. Because $∂Ω^{12}/∂Ω_{12} \big|_0 = -Ω_{11}^{-1} Ω_{22}^{-1}$ the score can be written as:

$$s_{Ω_{12}} = \sum ̃u_{1t} ̃Ω_{11}^{-1} ̃Ω_{22}^{-1} ̃U_{2t}'$$

which is in the form of omitted variables from a stacked set of regressions with covariance matrix $̃Ω_{22}^{-1} \otimes I$. This is a GLS problem which allows calculation of a test for $a = 0$ under the maintained hypothesis that $Ω_{12} = 0$. Because of the simultaneity, the procedure in Engle (1982a) should be followed.

The other part of the test in (72) is obtained by differentiating with respect to $Ω_{12}$ and evaluating under the null. It is not hard to show that all terms in the derivative vanish except the last. Because $∂Ω^{12}/∂Ω_{12} \big|_0 = -Ω_{11}^{-1} Ω_{22}^{-1}$ the score can be written as:

$$s_{Ω_{12}} = \sum ̃u_{1t} ̃Ω_{11}^{-1} ̃Ω_{22}^{-1} ̃U_{2t}'$$
which can be written in two equivalent forms:

\[ s_{\Omega_{12}} = \Omega_{11}^{-1}\Delta_{22}^{-1}\hat{U}_2'\hat{u}_1 \]

(79)

\[ = \Omega_{11}^{-1}(I \otimes \hat{u}_1)'(\hat{\Delta}_{22}^{-1} \otimes I)\text{vec}(\hat{U}_2). \]

(80)

Either would be appropriate for testing \( \Omega_{12} = 0 \) when \( \alpha = 0 \) is part of the maintained hypothesis. In (79) the test would be performed in the first equation by considering \( U_2 \) as a set of \( G - 1 \) omitted variables. In (80) the test would be performed in the other equations by stacking them and then considering \( I \otimes u_1 \) as the omitted set of variables. Clearly the former is easier in this case.

To perform the joint test, the two scores must be jointly tested against zero. Here (77) and (80) can easily be combined as they have just the same form. The test becomes a test for two omitted variables, \( \bar{y}_1 + \bar{u}_1 \) and \( \bar{u}_1 \), in each of the remaining \( G - 1 \) equations. Equivalently, \( \bar{y}_1 \) and \( \bar{u}_1 \) can be considered as omitted from these equations.

Engle (1979) shows that this test can be computed as before. If the model is unidentified the test would have no power and if the model is very weakly identified, the test would be likely to have very low power.

In the special case where \( G = 2 \), the test is especially easy to calculate because both equations can be estimated by least squares under the null. Therefore Section 5 can be applied directly.

As an example, the Michigan model of the monetary sector was examined. The equations are reported in Gardner and Hymans (1978). In this model, as in most models of the money market it is assumed that a short term interest rate can be taken as weakly exogenous in an equation for a long-term rate. However, most portfolio theories would argue that all rates are set at the same time as economic agents shift from one asset to another to clear the market.

In this example a test is constructed for the weak exogeneity of the prime rate, \( RAAAA \), in the 35 year government bond rate equation, \( RG35 \). The model can be written as:

\[ RG35 = \beta\Delta RAAAA + x_1\gamma + \varepsilon_1, \]

\[ \Delta RAAAA = \alpha RG35 + x_2\gamma + \varepsilon_2, \]

(81)

where the estimates assume \( \alpha = \sigma_{12} = 0 \), and the \( x \)'s include a variety of presumably predetermined variables including lagged interest rates. Testing the hypothesis that \( \alpha = 0 \) by considering \( RG35 \) as an omitted variable is not legitimate as it will be correlated with \( \varepsilon_2 \). If one does the test anyway, a chi-squared value of 35 is obtained.

The appropriate test of the weak exogeneity of \( RG35 \) is done by testing \( u_1 \) and \( RG35 - \beta\bar{u}_2 \) as omitted from the second equation where \( \bar{u}_2 = \Delta RAAAA - x_2\bar{y}_2 \).
This test was calculated by regressing $\hat{u}_2$ on $x_2, \hat{u}_1$ and $RG35 - \tilde{\beta}\hat{u}_2$. The resulting $TR^2 = 1.25$ which is quite small, indicating that the data does not contain evidence against the hypothesis. Careful examination of $x_1$ and $x_2$ in this case shows that the identification of the model under the alternative is rather flimsy and therefore the test probably has very little power.

A second class of weak exogeneity tests can be formulated using the same analysis. These might be called limited information tests because it is assumed that there are no overidentifying restrictions available from the second block of equations. In this case equation (70) can be replaced by:

$$Y_2 = X\Pi_2 + \varepsilon_2.$$  

(82)

Now the definition of weak exogeneity is simply that $\Omega_{12} = 0$ because $\alpha = 0$ imposes no restrictions on the model. This situation would be expected to occur when the second equation is only very roughly specified.

A very similar situation occurs in the case where $Y_2$ is possibly measured with error. Suppose $Y_2^*$ is the true unobserved value of $Y_2$ but one observes $Y_2 = Y_2^* + \eta$. If the equation defining $Y_2^*$ is:

$$Y_2^* = x_2\Gamma_2 + \varepsilon_2,$$

where the assumption that $Y_2^*$ belongs in the first equation implies $E\varepsilon_1\varepsilon_2 = 0$, the observable equations become:

$$y_1 = Y_2\beta + x_1y + \varepsilon_1 - \eta\beta,$$
$$Y_2 = x_2\Gamma_2 + \varepsilon_2 + \eta.$$  

(83)

If there is no measurement error, then the covariance matrix of $\eta$ will be zero, and $\Omega_{12} = 0$. This set up is now just the same as that used by Wu (1973) to test for weak exogeneity of $Y_2$ when it is known that $\alpha = 0$.

The procedure for this test has already been developed. The two forms of the score are given in (79) and (80) and these can be used to test for the presence of $U_2$ in the first equation. This test is Wu's test and it is also the test derived by Hausman (1979) for this problem. By showing that these are Lagrange Multiplier tests, the asymptotic optimality of the procedures is established when the full set of $x_2$ is used. Neither Hausman nor Wu could establish this property.

Finally, tests for strong exogeneity can be performed. By definition, strong exogeneity requires weak exogeneity plus the non-predictability of $Y_2$ from past values of $y_1$. Partitioning $x_2$ in (70) into $(y_1^0, x_3)$ where $y_1^0$ is a matrix with all the relevant lags of $y_1$, and similarly letting $\Gamma_2 = (\Gamma_20, \Gamma_23)$ the hypothesis of strong exogeneity is:

$$H_0: \alpha = 0, \quad \Omega_{12} = 0, \quad \Gamma_{20} = 0.$$  

(84)
This can clearly be jointly tested by letting \( u_1, \bar{y}_1 \) and \( y_1^0 \) be the omitted variables from each of the equations. Clearly the weak exogeneity and the Granger non-causality are very separate parts of the hypothesis and can be tested separately. Most often however when Granger causality is being tested on its own, the appropriate model is (82) as overidentifying restrictions are rarely available.

9.4. Discrete choice and truncated distributions

In models with discrete or truncated dependent variables, non linear maximum likelihood estimation procedures are generally employed to estimate the parameters. The estimation techniques are sufficiently complex that model diagnostics are rarely computed and often only a limited number of specifications are tried. This is therefore another case where the LM test is useful. Two examples will be presented: a binary choice model and a self-selectivity model.

In the binary choice model, the outcome is measured by a dependent variable, \( y \), which takes on the value 1 with probability \( p \) and 0 with probability \( 1 - p \). For each observation these probabilities are different either because of the nature of the choice or of the chooser. Let \( p_t = F(x_t \beta) \), where the function \( F \) maps the exogenous characteristics, \( x_t \), into the unit interval. A common source of such functions are cumulative distribution functions such as the normal or the logistic. The log-likelihood of this model is given by

\[
L = \sum_i (y_i \log p_i + (1 - y_i) \log (1 - p_i)), \quad p_i = F(x_i \beta). \tag{85}
\]

Partitioning the parameter vector and \( x_i \) vector conformably into \( \beta = (\beta'_1, \beta'_2)' \), the hypothesis to be tested is \( H_0: \beta_1 = 0 \). The model has already been estimated using only \( x_i \) as the exogenous variables and it is desired to test whether some other variables were omitted. These estimates under the null will be denoted \( \tilde{\beta} \), which implies a set of probabilities \( \tilde{p}_i \). The score and information matrix of this model are given by:

\[
\frac{\partial L}{\partial \beta} = \sum_i \frac{y_i - p_i}{p_i (1 - p_i)} f(x_i \beta) x'_i, \tag{86}
\]

\[
\mathcal{J} (\beta) = E \left( \frac{\partial L}{\partial \beta} \right) \left( \frac{\partial L}{\partial \beta} \right)' = \sum_i \frac{f^2(x_i \beta)}{p_i (1 - p_i)} x'_i x_i, \tag{87}
\]

where \( f \) is the derivative of \( F \). Notice that the score is essentially a function of the "residuals" \( y_i - p_i \). Evaluating these test statistics under the null, the LM test
The statistic is given by:

\[
\xi_{LM} = \left( \frac{\partial L}{\partial \beta} \right) \mathcal{J}(\hat{\beta})^{-1} \frac{\partial L}{\partial \beta}
\]

\[= \tilde{u}'\tilde{x}(\tilde{x}'\tilde{x})^{-1}\tilde{x}'\tilde{u},\quad (88)
\]

where

\[
\tilde{u}_i = \frac{(y_i - \hat{p}_i)}{(\hat{p}_i(1 - \hat{p}_i))^{1/2}}, \quad \tilde{x}_i = x_i f(x_2, \hat{\beta})/(\hat{p}_i(1 - \hat{p}_i))^{1/2},
\]

and

\[
\tilde{u} = (\tilde{u}_1, \ldots, \tilde{u}_T)', \quad \tilde{x} = (\tilde{x}_1', \ldots, \tilde{x}_T')'.
\]

Because \( \text{plim} \frac{\tilde{u}'\tilde{u}}{T} = 1 \), the statistic is asymptotically equivalent to \( TR_0^2 \) of the regression of \( \tilde{u} \) on \( \tilde{x} \). In the special case of the logit where \( p_i = 1/(1 + e^{-x_i\beta}) \), \( f = \hat{p}_i(1 - \hat{p}_i) \) and the expressions simplify so that \( x_i \) is multiplied by \( (\hat{p}_i(1 - \hat{p}_i))^{1/2} \) rather than being divided by it. For the probit model where \( F \) is the cumulative normal, \( f = \exp(x_2, \hat{\beta}_2) \) as the factor of proportionality cancels. This test is therefore extremely easy to compute based on estimates of the model under the null.

As a second example, take the self-selectivity model of Hausman and Wise (1977). The sample is truncated based upon the dependent variable. The data come from the negative income tax experiment and when the families reached a sufficiently high income level, they are dropped from the sample. Thus the model can be expressed as:

\[
y|x \sim N(x\beta, \sigma^2),
\]

but we only have data for \( y \leq c \). Thus, the likelihood function is given as the probability density of \( y \) divided by the probability of observing this family. The log-likelihood can be expressed in terms of \( \phi \) and \( \Phi \) which are the Gaussian density and distribution functions respectively as:

\[
L = \sum_t \log \phi((y_t - x_i\beta)/\sigma) - \sum_t \log \Phi((c - x_i\beta)/\sigma). \quad (89)
\]

The score is:

\[
\frac{\partial L}{\partial \beta} = \frac{1}{\sigma^2} \sum_t \left[ y_t - x_i\beta - \sigma \phi\left(\frac{(c - x_i\beta)}{\sigma}\right)/\Phi\left(\frac{(c - x_i\beta)}{\sigma}\right) \right] x_i'. \quad (90)
\]
To estimate this model one sets the score to zero and solves for the parameters. Notice that this implies including another term in the regression which is the ratio of the normal density to its distribution. The inclusion of this ratio, called the Mills ratio, is a distinctive feature of much of the work of self-selectivity. The information matrix can be shown to be:

$$\mathcal{J} = \sum_i x_i'x_i \left( 1 + \left( \frac{\phi_i}{\Phi_i} \right)^2 - \left( \frac{\phi_i}{\Phi_i} \right) \left( c - x_i\beta / \sigma \right) \right),$$  

(91)

where $\phi_i = \phi((c - x_i\beta) / \sigma)$ and similarly for $\Phi_i$.

To test the hypothesis $H_0: \beta_1 = 0$, denote again the estimates under the null by $\hat{\beta}_1, \hat{\Phi}_1$. Let $r_i^2 = 1 + \left( \frac{\phi_i}{\Phi_i} \right)^2 + \left( \frac{\phi_i}{\Phi_i} \right) \left( c - x_i\hat{\beta} / \hat{\sigma} \right)$ and define $\tilde{u}_i = (y_i - x_i\hat{\beta}_2 + \hat{\sigma}\phi_i / \Phi_i)/r_i$ and $\tilde{x}_i = x_i r_i$. With $\tilde{u}$ and $\tilde{x}$ being the corresponding vectors and matrices, the LM test statistic is:

$$\xi_{LM} = \tilde{u}'\tilde{x} \left( \tilde{x}'\tilde{x} \right)^{-1} \tilde{x}'\tilde{u}. $$

(92)

As before, $\text{plim} \, \tilde{u}'\tilde{u}/T = 1$ so an asymptotically equivalent test statistic is $TR^2_0$ of the regression of $\tilde{u}$ on $\tilde{x}$. Once again, the test is simply performed by a linear regression on transformed data. All of the components of this transformation such as the Mills ratio, are readily available from the preceding estimation. Thus a variety of complicated model searches and diagnostic tests can easily be carried out even in this complex maximum likelihood framework.

10. Alternative testing procedures

In this section three alternative closely related testing procedures will be briefly explained and the relationship between these methods and ones discussed in this chapter will be highlighted. The three alternatives are Neyman’s (1959) $C(\alpha)$ test, Durbin’s (1970) general procedure, and Hausman’s (1978) specification test.

Throughout this section the parameter vector will be partitioned as $\theta' = (\theta_1', \theta_2')$ and the null hypothesis will be $H_0: \theta_1 = \theta_1^0$. Neyman’s test, as exposited by Breusch and Pagan (1980), is a direct generalization of the LM test which allows consistent but inefficient estimation of the parameters $\theta_2$ under the null. Let this estimate be $\tilde{\theta}_2$ and let $\tilde{\theta} = (\theta_1^0, \tilde{\theta}_2)'$. Expanding the score evaluated at $\theta$ around the ML estimate $\tilde{\theta}$ gives:

$$\frac{\partial L}{\partial \tilde{\theta}}(\tilde{\theta}) = \begin{pmatrix} \partial L / \partial \theta_1(\tilde{\theta}) \\ 0 \end{pmatrix} + \begin{pmatrix} \partial^2 L / \partial \theta_1 \partial \theta_2(\tilde{\theta})(\tilde{\theta}_2 - \tilde{\theta}_2) \\ \partial^2 L / \partial \theta_2 \partial \theta_2(\tilde{\theta})(\tilde{\theta}_2 - \tilde{\theta}_2) \end{pmatrix}. $$
where \((\partial L/\partial \theta_2)(\hat{\theta}) = 0\). Solving for the desired score:

\[
\frac{\partial L}{\partial \theta_1}(\hat{\theta}) = \frac{\partial L}{\partial \theta_1}(\hat{\theta}) - \frac{\partial^2 L}{\partial \theta_1 \partial \theta_2}(\hat{\theta}) \left( \frac{\partial^2 L}{\partial \theta_2 \partial \theta_2}(\hat{\theta}) \right)^{-1} \frac{\partial L}{\partial \theta_2}(\hat{\theta})
\]

\[
= s_1(\hat{\theta}) - \mathcal{S}_{12}(\hat{\theta}) \mathcal{S}_{22}^{-1}(\hat{\theta}) s_2(\hat{\theta}).
\]  

(93)

The C(\(\alpha\)) test is just the LM test using (93) for the score. This adjustment can be viewed as one step of a Newton–Raphson iteration to find an efficient estimate of \(\theta_2\) based upon an initial consistent estimate. In some situations such as the one discussed in Breusch and Pagan, this results in a substantial simplification.

The Durbin (1970) procedure is also based on different estimates of the parameters. He suggests calculating the maximum likelihood estimate of \(\hat{\theta}_1\) assuming \(\theta_2 = \hat{\theta}_2\), the ML estimate under the null. Letting this new estimate be \(\hat{\theta}_1\), the test is based upon the difference \(\hat{\theta}_1 - \theta_1^0\). Expanding the score with respect to \(\theta_1\) about \(\hat{\theta}_1\) holding \(\hat{\theta}_2 = \hat{\theta}_2\) and recognizing that the first term is zero by definition of \(\hat{\theta}_1\) the following relationship is found:

\[
\frac{\partial L}{\partial \theta_1}(\hat{\theta}) = - \frac{\partial^2 L}{\partial \theta_1 \partial \theta_1'}(\hat{\theta})(\hat{\theta}_1 - \theta_1^0).
\]  

(94)

Because the Hessian is assumed to be non-singular, any test based upon \(\hat{\theta}_1 - \theta_1^0\) will have the same critical region as one based upon the score; thus the two tests are equivalent. In implementation there are of course many asymptotically equivalent forms of the tests, and it is the choice of the asymptotic form of the test which gives rise to the differences between the LM test for serial correlation and Durbin’s \(h\) test.

The third principle is Hausman’s (1978) specification test. The spirit of this test is somewhat different. The parameters of interest are not \(\theta_1\) but rather \(\theta_2\). The objective is to restrict the parameter space by setting \(\theta_1\) to some preassigned values without destroying the consistency of the estimates of \(\theta_2\). The test is based upon the difference between the efficient estimates under the null, \(\hat{\theta}_2\), and a consistent but possibly inefficient estimate under the alternative \(\hat{\theta}_2\). Hausman makes few assumptions about the properties of \(\hat{\theta}_2\); Hausman and Taylor (1980), however, modify the statement of the result somewhat to use the maximum likelihood estimate under the alternative \(\hat{\theta}_2\). For the moment, this interpretation will be used here. Expanding the score around the maximum likelihood estimate and evaluating it at \(\hat{\theta}\) gives:

\[
\frac{\partial L}{\partial \theta}(\hat{\theta}) = \frac{\partial^2 L}{\partial \theta \partial \theta'}(\hat{\theta})(\hat{\theta} - \hat{\theta}),
\]
or
\[
\begin{pmatrix}
\hat{\theta}_1^0 - \hat{\theta}_1 \\
\hat{\theta}_2 - \hat{\theta}_2
\end{pmatrix} = \left( \frac{\partial^2 L}{\partial \theta \partial \theta'} \right)^{-1} \begin{pmatrix}
\partial L / \partial \theta_1 (\hat{\theta}) \\
0
\end{pmatrix}.
\]

It was shown above that asymptotically optimal tests could be based upon either the score or the difference \((\hat{\theta}_1 - \theta^0_1)\). As these are related by a non-singular transformation which asymptotically is \(S^{21}\), critical regions based on either statistic will be the same. Hausman’s difference is based upon \(S^{21}\) times the score asymptotically. If this matrix is non-singular, then the tests will all be asymptotically equivalent. The dimension of \(S^{21}\) is \(q \times p\) where \(p\) is the number of restrictions and \(q = k - p\) is the number of remaining parameters. Thus a necessary condition for this test to be asymptotically equivalent is that \(\min(p, q) = p\). A sufficient condition is that \(\text{rank}(S^{21}) = p\). The equivalence requires that there be at least as many parameters unrestricted as restricted. However, parameters which are asymptotically independent of the parameters under test will not count. For example, in a classical linear regression model, the variance and any serial correlation parameters will not count in the number of unrestricted parameters. The reason for the difficulty is that the test is formulated to ignore all information in \(\hat{\theta}_1 - \theta^0_1\) even though it frequently would be available from the calculation of \(\hat{\theta}_2\).

Hausman and Taylor (1980) in responding to essentially this criticism from Holly (1980) point out that in the case \(q < p\), the specification test can be interpreted as an asymptotically optimal test of a different hypothesis. They propose the hypothesis \(H^*_0: S^{21}_{22} S^{21}_{21}(\hat{\theta}_1 - \theta^0_1) = 0\) or simply \(S^{21}_{21}(\hat{\theta}_1 - \theta^0_1) = 0\). If \(H^*_0\) is true, the bias in \(\hat{\theta}_1\) from restricting \(\theta_1 = \theta^0_1\) would asymptotically be zero. The hypothesis \(H^*_0\) is explicitly a consistency hypothesis. The Hausman test is one of many asymptotically equivalent ways to test this hypothesis. In fact, the same Wald, LR and LM tests are available as pointed out by Riess (1982). The investigator must however decide which hypothesis he wishes to test, \(H_0\) or \(H^*_0\).

In answering the question of which hypothesis is relevant, it is important to ask why the test is being undertaken in the first place. As the parameters of interest are \(\theta_2\), the main purpose of the test is to find a more parsimonious specification, and the advantage of a parsimonious specification is that more efficient estimates of the parameters of interest can be obtained. Thus if consistency were the only concern of the investigator, he would not bother to restrict the model at all. The objective is therefore to improve the efficiency of the estimation by testing and then imposing some restrictions. These restrictions ought, however, to be grounded in an economic hypothesis rather than purely data based as is likely to be the case for \(H^*_0\) which simply asserts that the true parameters lie in the column null space of \(S^{21}_{21}\).
Finally, if an inefficient estimator $\hat{\theta}$ is used in the test, it is unlikely that the results will be as strong as described above. Except in special cases, one would expect the test based upon the MLE to be more powerful than that based upon an inefficient estimator. However, this is an easy problem to correct. Starting from the inefficient estimate, one step of a Newton–Raphson type algorithm will produce asymptotically efficient parameter estimates.

11. Non-standard situations

While many non-standard situations may arise in practice, two will be discussed here. The first considers the properties of the Wald, LM and LR tests when the likelihood function is misspecified. The second looks at the case where the information matrix is singular under the null.

White (1982) and Domowitz and White (1982) have recently examined the problem of inference in maximum likelihood situations where the wrong likelihood has been maximized. These quasi-maximum likelihood estimates may well be consistent, however the standard errors derived from the information matrix are not correct. For example, the disturbances may be assumed to be normally distributed when in fact they are double exponentials. White has proposed generalizations of the Wald and LM test principles which do have the right size and which are asymptotically powerful when the density is correctly assumed. These are derived from the fact that the two expressions for the information matrix are no longer equivalent for QML estimates. The expectation of the outer product of the scores does not equal minus the expectation of the Hessian. Letting $L_t$ be the log-likelihood of the $t$th observation, White constructs the matrices:

$$A = \frac{1}{T} \frac{\partial^2 L}{\partial \theta \partial \theta'}, \quad B = \frac{1}{T} \sum_t \frac{\partial L_t}{\partial \theta} \left( \frac{\partial L_t}{\partial \theta} \right)' \quad \text{and} \quad C = A^{-1}BA^{-1}.$$ 

Then the “quasi-scores”, measured as the derivative of the possibly incorrect likelihood function evaluated under the null, will have a limiting distribution based upon these matrices when the null is true. Letting $A^{11}$ be the first block of the partitioned inverse of $A$, the limiting covariance of the quasi score is $(A^{11}C_{11}^{-1}A^{11})^{-1}$ so the quasi-LM test is simply:

$$\xi_{LM} = s'A^{11}C_{11}^{-1}A^{11}s.$$ 

Notice that if the distribution is correct, then $A = -B$ so that $C = A^{-1}$ and the whole term becomes simply $A^{11}$ as usual. Thus the use of the quasi-LM statistic corrects the size of the test when the distribution is false but gives the asymptotically optimal test when it is true. Except for possible finite sample and computational costs, it appears to be a sensible procedure. Exactly the same correction is
made to the Wald test to obtain a quasi Wald test. Because it is the divergence between \( A \) and \( B \) which creates the situation, White proposes an omnibus test for differences between \( A \) and \( B \).

In some situations, an alternative to this approach would be to test for normality directly as well as for other departures from the specification. Jarque and Bera (1980, 1982) propose such a test by taking the Pearson density as the alternative and simultaneously testing for serial correlation, functional form misspecification and heteroscedasticity. This joint test decomposes into independent LM tests because of the block diagonality of the information matrix for this problem.

A second non-standard situation which occurs periodically in practice is when some of the parameters are estimable only when the null hypothesis is false. That is, the information matrix under the null is singular. Two simple examples with rather different conclusions are:

\[
y|x_1; x_2 \sim N(\alpha \beta x_1 + \beta x_2, \sigma^2), \quad H_0: \beta = 0,
\]

\[
y|x \sim N(\beta x^\alpha, \sigma^2), \quad H_0: \beta = 0.
\]

In both cases, the likelihood function can be maximized under both the null and alternative, but the limiting distribution of the likelihood ratio statistic is not clear. Furthermore, conventional Wald and LM tests also have difficulties—the LM will have a parameter which is unidentified under the null which appears in the score, and the Wald will have an unknown limiting distribution. In the first example, it is easy to see that by reparameterizing the model, the null hypothesis becomes a two degree of freedom standard test. In the second example, however, there is no simple solution. Unless the parameter \( \alpha \) is given a priori, the tests will have the above-mentioned problems. A solution proposed by Davies (1977) is to obtain the LM test statistic for each value of the unidentified parameter and then base the test on the maximum of these. Any one of these would be chi squared with one degree of freedom, however, the maximum of a set of dependent chi squares would not be chi squared in general. Davies finds a bound for the distribution which gives a test with size less than or equal to the nominal value.

As an example of this, Watson (1982) considers the problem of testing whether a regression coefficient is constant or whether it follows a first order autoregressive process. The model can be expressed as:

\[
y_t = x_t \beta_t + z_t \gamma + \epsilon_t,
\]

\[
\beta_t = \rho \beta_{t-1} + \eta_t,
\]

\[
\begin{pmatrix}
\epsilon_t \\
\eta_t
\end{pmatrix}
\sim N\left(\begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} \sigma^2_\epsilon & 0 \\ 0 & \sigma^2_\eta \end{pmatrix}\right).
\]
The null hypothesis is that $a_i^2 = 0$; this however makes the parameter $\rho$ unidentifiable. The test is constructed by first searching over the possible values of $\rho$ to find the maximum LM test statistic, and then finding the limiting distribution of the test to determine the critical value. A Monte Carlo evaluation of the test showed it to work reasonably well except for values of $\rho$ close to unity when the limiting distribution was well approximated only for quite large samples.

Several other applications of this result occur in econometrics. In factor analytical models, the number of parameters varies with the number of factors so testing the number of factors may involve such a problem. Testing a series for white noise against an $AR(1)$ plus noise again leads to this problem as the parameter in the autoregression is not identified under the null. A closely related problem occurred in testing for common factor dynamics as shown in Engle (1979a). Several others could be illustrated.

12. Conclusion

In a maximum likelihood framework, the Wald, Likelihood Ratio and Lagrange Multiplier tests are a natural trio. They all share the property of being asymptotically locally most powerful invariant tests and in fact all are asymptotically equivalent. However, in practice there are substantial differences in the way the tests look at particular models. Frequently when one is very complex, another will be much simpler. Furthermore, this formulation guides the intuition as to what is testable and how best to formulate a model in order to test it. In terms of forming diagnostic tests, the LM test is frequently computationally convenient as many of the test statistics are already available from the estimation of the null.

The application of these test principles and particularly the LM principle to a wide range of econometric problems is a natural development of the field and it is a development which is proceeding at a very rapid pace. Soon, most of the interesting cases will have been touched in theoretical papers, however, applied work is just beginning to incorporate these techniques and there is a rich future there.
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