ABSTRACT

In a dynamic pricing problem where the demand function is unknown a priori, price experimentation can be used for demand learning. In practice, however, online sellers are faced with a few business constraints, the first of which is the inability to conduct extensive experimentation. To model this constraint, we consider a dynamic pricing model where the seller can only change price for a limited number of times during the sales season, and show that simple policies can achieve asymptotically optimal regret bounds. Another business constraint faced by retailers is limited inventory. In this case we apply Thompson sampling, a randomized strategy that balances exploration to learn demand and exploitation to maximize revenue, to develop a dynamic pricing strategy and compare the algorithm's revenue to the optimal revenue given known demand. We report the impact of our algorithms in a live implementation.
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