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ABSTRACT 
 

Possibly the most important obstacle in the deployment of predictive models is the fact that 
humans simply do not trust them. If it is known exactly which variables were important for the 
prediction and how they were combined, this information can be very powerful in helping to 
convince people to believe (or not believe) the prediction and make the right decision. In this talk 
I will discuss algorithms for making these non-black box predictions including: 
 
1) "Bayesian Rule Lists" - This algorithm builds a decision list using a probabilistic model over 
permutations of IF-THEN rules. It competes with the CART algorithm.  
 
2) "Supersparse Linear Integer Models" - This algorithm produces scoring systems, which are a 
type of model that is widely used in the medical community. It proposes an alternative to the 
Lasso method.  
 
I will show applications to healthcare, including an alternative to the CHADS_2 score, which is 
one of the most widely used scoring systems in medicine. Our model was trained on over 1000 
times the amount of data as CHADS_2 and is more accurate, but is just as interpretable. I will 
also show preliminary joint work with the MGH Sleep Lab on diagnosing forms of sleep apnea. 
 
At the end of the talk, I will discuss random cool applications of machine learning being worked 
on in the Prediction Analysis Lab. 
 
Links: 
Building Interpretable Classifiers with Rules using Bayesian Analysis 
http://web.mit.edu/rudin/www/LethamRuMcMa14.pdf  
This is joint work with my student Ben Letham and colleagues Tyler McCormick and David 
Madigan. 
 
Method and Models for Interpretable Linear Classification 
http://arxiv.org/abs/1405.4047  
This is joint work with my student Berk Ustun. 
 
Other links are on my webpage under "Interpretable Predictive Models" 

http://web.mit.edu/rudin/www/LethamRuMcMa14.pdf
http://arxiv.org/abs/1405.4047


http://web.mit.edu/rudin/www/PredicticsPapers.html  
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