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1 Introduction

Growth in total factor productivity (TFP) has slowed dramatically in recent years: as

seen in Figure 1, TFP growth in the U.S. has rarely, if ever, been as low for as long as

in the post-2007 period. Weak productivity growth has been widespread across advanced

economies (Figure 2). This development has caused concern for policymakers, and at the

same time has sparked an intense debate on its possible causes, with the role of innovation

and business dynamism the subject of increasing attention.1 Relatedly, a growing literature

in macroeconomics analyzes the link between innovation and productivity dynamics, and its

implication for aggregate fluctuations, within the context of modern quantitative frameworks,

following the lead of Comin and Gertler (2006).2

Figure 1: U.S. TFP Growth
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Note: 5-year moving average (two-sided) of U.S. TFP growth.

Motivated by these observations, in this paper we investigate the role of innovation in driv-

ing productivity growth, both empirically and theoretically. Fist, we use vector autoregression

(VAR) methods to investigate systematically the hypothesis that movements in innovation

drive medium-run TFP developments. Figure 3 provides motivation for our empirical inves-

tigation: observe that medium-term fluctuations in business-sector R&D expenditure tend to

precede fluctuations in TFP, suggesting a causal link between the two variables. Second, we

develop a macroeconomic model featuring endogenous technology innovation and adoption,

as in Comin and Gertler (2006). Here our goal is twofold: first, we explore the extent to

1For example, Yellen (2016) emphasizes that “[...] understanding whether, and by how much, productivity
growth will pick up is a crucial part of the economic outlook” and notes that “there is some evidence that
the deep recession had a long-lasting e↵ect in depressing investment, research and development spending, and
the start-up of new firms, and that these factors have, in turn, lowered productivity growth.”

2See, for example, Anzoategui, Comin, Gertler and Martinez (2016), Benigno and Fornaro (2016), Bianchi
and Kung (2014), Guerron-Quintana and Jinnai (2014), Kung and Schmid (2015), or Queralto (2013).
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which the model can account for the VAR evidence on the dynamic e↵ects of R&D on TFP.

Second, we use the model to explore the drivers of the slowdown in TFP growth, and to draw

implications for monetary policy.

Figure 2: TFP Growth across Advanced Economies
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The VAR analysis suggests a significant, though delayed, e↵ect of movements in business-

sector R&D on TFP. This result holds for the U.S. as well as for a panel of advanced economies.

We also find that in more R&D-intensive countries—with higher ratios of private R&D spend-

ing to GDP—the e↵ects of R&D on TFP tend to be stronger. The impact of R&D on TFP

is quantitatively large: in our preferred specification, a rise in R&D by 4 percent in the first

year induces an increase in TFP of almost half a percentage point, with the peak e↵ect occur-

ring after about seven years. There is also some evidence of “spillovers” (Coe and Helpman

(1995)) from U.S. R&D to TFP in other advanced economies, although the e↵ects appear to

materialize only at very long horizons. Interestingly, we also find that stock prices tend to

immediately jump in response to the R&D shocks we identify—a result reminiscent of the

findings in the “news shocks” literature (e.g. Beaudry and Portier (2006)) that high stock

prices tend to be associated with future TFP increases.

Our approach relies on using the dynamic e↵ects of R&D on TFP from the VAR to

estimate some of the key model parameters, by minimizing the distance between model and

empirical impulse responses to an R&D shock. An advantage of this approach is that it

allows identifying key parameters by using more direct evidence on the dynamic link between

R&D and TFP, rather than relying on external sources as frequently done in the literature.

In particular, our approach allows identifiying a key elasticity in the model, governing the

impact of R&D expenditure on the creation of new technologies. Overall, we find that the

model does a reasonably good job of capturing the VAR evidence.
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Figure 3: U.S. Business-Sector R&D and TFP, Medium-Term Cycle
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Note: Both series have been detrended using a band-pass filter that isolates frequencies between 2 and 50
years.

We next use the model to explore the drivers of the productivity slowdown of recent times.

An advantage here is that our model arguably captures well the causal link between R&D

and TFP, given that its parameters have been disciplined by evidence on precisely that link.

Our findings suggest that the endogenous growth channel accounts for a substantial part of

the productivity slowdown—about forty percent, on average, between 2001 and 2014. We

also consider the question of how much of the productivity slowdown is due to the Great

Recession, relative to factors that predate it—see, for example, Fernald (2014) and also the

discussion in Anzoategui et al. (2016). We find that the sharp decline in R&D during the

crisis likely contributed significantly to the subsequent low TFP growth, particularly after

2010. Finally, we also explore to what extent monetary policy can stimulate TFP growth

going forward. The model suggests that it can, although the e↵ect is likely to be transitory

and modest in size.

The rest of the paper is organized as follows. Section 2 describes our empirical analy-

sis. Section 3 describes the model. Section 4 describes the estimation of the model’s key

parameters. Section 5 presents the historical analysis of productivity. Section 6 concludes.

2 Evidence

In this section, we explore the hypothesis that business-sector innovation drives medium-

run developments in productivity. Our basic approach consists in identifying shocks in private

R&D expenditure, and then tracing out their dynamic e↵ect on TFP.

We perform the analysis within di↵erent settings. We first explore a small-scale VAR for
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the U.S., consisting of R&D expenditure, TFP, and real GDP (section 2.1). We then analyze

the same system in a panel of advanced economies (section 2.2). We next explore whether

there are “spillovers” from U.S. innovation to foreign countries’ TFP (section 2.3). Finally,

we turn to a larger-scale VAR for the U.S., which includes a set of standard macroeconomic

indicators in addition to the aforementioned variables (section 2.4). Appendix A contains

details on the data.

2.1 U.S.

We begin with a small-scale empirical model for the U.S. Our reduced-form empirical

specification is a first-order VAR:
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Here yus
t

, tfpus
t

, and rdus
t

represent, respectively, real GDP, TFP, and real business-sector

R&D expenditure. All variables are in logs. The frequency is annual, and observations start

in 1953. We estimate the above system by least squares. The coe�cients to be estimated

include a vector of constants, cus, a matrix of autoregressive coe�cients, Bus, and the variance-

covariance matrix of the reduced-form residuals u
t

. We include all three variables in levels,

given the likely presence of cointegrating relationships among them.3

To identify structural shocks to R&D, we rely on a lower-triangular Choleski factorization

of the variance-covariance matrix of the reduced-form residuals. Given the variable ordering in

(1), this identification scheme imposes the restriction that TFP does not respond contempora-

neously to structural innovations in R&D. We believe this assumption is natural: it captures

the idea that it takes time for R&D expenditure (an input into the innovation process) to

result in new technologies that become implemented and used in production. Macroeconomic

models featuring technological innovation and adoption, like Comin and Gertler (2006) and

variants of it (including the one we develop below), generally satisfy this restriction. We also

believe it is important to allow both TFP and R&D to respond to shocks to GDP, which is

accomplished by placing GDP first in the VAR. This allows us to control for business-cycle

e↵ects which might induce comovement between R&D and TFP if, for example, the short-

run behavior of the latter partly reflects mismeasurement. However, our main results on the

e↵ects of R&D shocks on TFP do not change significantly when we instead place GDP third,

3The same approach is followed, for example, by Christiano et al. (2005).
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thus allowing R&D to impact GDP contemporaneously.

Figure 4: Identified R&D Shock in the U.S.

Note: Response to a one-standard-deviation identified shock to R&D expenditure obtained from (1). The
black line represents the dynamic response, and the dark-grey and light-grey shaded areas respectively depict
68% and 95% confidence intervals obtained by bootstrapping with 10,000 repetitions.

Figure 4 shows the dynamic e↵ects of a one-standard-deviation identified shock to R&D

expenditure: R&D rises by about 4 percent on impact, and then gradually declines. The

shock impacts TFP significantly, albeit with a delay: at its peak—which occurs after about

seven years—the response of the level of TFP reaches nearly 0.5%, with half of the full e↵ect

materializing about three years after the initial shock. Further, the TFP increase induced

by the shock is highly persistent, and its level stays high long after R&D has returned to

baseline.

The natural interpretation of these results is that a rise in R&D for reasons unrelated

to current TFP (or to the state of the economy, as captured by real GDP) accelerates the

development of technological innovations which, after some time, become implemented in

production and eventually improve firms’ productivity. There is, however, the possibility of

reverse causality: if firms can foresee the future rise in TFP, they could respond by increasing

R&D expenditure, perhaps because they believe that the new technologies resulting from that

expenditure will now be more profitable. To the extent that such “news” e↵ects are not fully

controlled for by real GDP, they would imply that the causal interpretation o↵ered above

might be incorrect: instead of R&D causing TFP, we could just be capturing the response of

R&D to an exogenous future rise in TFP, currently anticipated by firms when making their

R&D decisions.

One way to test for this possibility is to repeat the analysis reported above, but using
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aggregate investment in place of R&D.4 The idea is that the anticipation of high future R&D

would lead to a rise in overall investment, and not just in R&D—so that if a rise in investment

similarly “leads” to a future increase in TFP, we might really be capturing the e↵ect of news

about high future TFP. Accordingly, we next examine a VAR exactly analogous to (1), but

using real aggregate investment in place of R&D expenditure. As seen in Figure 5, a rise in

investment is not followed by an increase in TFP—the latter actually falls a bit following the

increase in investment, although the decline is not statistically significant (at the 95% level).

Thus, we conclude that the results shown in Figure 4 likely reflect a causal e↵ect from R&D

to subsequent TFP developments, rather than an e↵ect of anticipated future TFP on current

R&D.

Figure 5: Identified Shock to Investment in the U.S.

Note: Response to an identified shock to investment, obtained by estimating a system analogous to (1) with
investment in place of R&D. The black line represents the dynamic response, and the dark-grey and light-grey
shaded areas respectively depict 68% and 95% confidence intervals obtained by bootstrapping with 10,000
repetitions.

2.2 Panel of advanced economies

We next explore whether the e↵ects of R&D on TFP identified in the U.S. hold more

generally in a sample of advanced economies (AEs henceforth). The data consists of a panel

of 21 AEs (not including the U.S.) in the post-1980 period (see Appendix A for details on the

data). Data on business-sector R&D expenditure is from the OECD. We select the sample

of countries based on the availability of business-sector R&D data. We specify the following

empirical model, analogous to (1):

4We thank Andrew Atkeson for suggesting this check to us.
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We estimate the system above by least squares. The system contains a vector of country

fixed e↵ects, c
i

, thus allowing estimation of the country-specific intercept term for each country

in the sample. The model, however, imposes the matrix B as well as the variance-covariance

matrix of the residuals u
i,t

to be common across countries. This so-called least-square dummy

variable (LSDV) or fixed-e↵ects estimator is commonly used in panel VAR settings with

relatively long time series of macroeconomic data—for example, Uribe and Yue (2006), Akinci

(2013) or Cerra and Saxena (2008).5 We follow the same Choleski approach as above to

identify R&D shocks.

Figure 6: Identified R&D Shock in a Panel of AEs

Note: Response to an identified shock to R&D expenditure obtained from estimating 2 on the full sample
of AEs. The black line represents the dynamic response, and the dark-grey and light-grey shaded areas
respectively depict 68% and 95% confidence intervals obtained by bootstrapping with 10,000 repetitions.

Figure 6 shows the impulse responses to an R&D shock for our full panel of AEs. As in the

case of the U.S., a rise in R&D induces a gradual, persistent rise in TFP. The TFP increase

is statistically significant at the 95% level. There are, however, some notable di↵erences with

the U.S. First and foremost, the impact on TFP of a rise in R&D of a given size appears to

be notably weaker in the foreign economies: R&D rises about 5.75% on impact in the AEs

5As shown by Nickell (1981), the LSDV estimator is biased due to correlation between the country fixed
e↵ects and the lagged dependent variables. This bias, however, is likely to be small in settings like the one
above where the time-series dimension is relatively large.
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(more than in the U.S.), but the overall e↵ect on the level of TFP is about 0.25%, half that

in the U.S. Further, the peak e↵ect is reached much later: TFP continues to rise by year

12, and starts to settle shortly after that (not shown). By contrast, in the U.S. the TFP

response levels out after about seven years. Finally, note that R&D itself also rises much

more persistently in the AEs: by year 12 it is still 3.75% above baseline, while in the U.S.

it has returned to baseline by that time. This strengthens our conclusion that R&D is less

powerful in a↵ecting TFP in the AEs, and may also help explain why the TFP rise is more

gradual in the AEs than in the U.S., where TFP levels out much sooner.

We have found that there is significant heterogeneity across the countries in our sample on

the e↵ects on TFP of an R&D shock. In particular, the e↵ects on TFP tend to be stronger in

countries with higher ratios of private R&D to GDP. To illustrate this point, Figure 7 repeats

the same analysis as above, but this time estimating (2) on the top-5 research economies in

our sample as measured by their average R&D-GDP ratios, which turn out to be Germany,

Japan, South Korea, Sweden and Switzerland. We focus precisely on the top 5 for illustration

and because they are widely recognized as highly innovative countries, but conclusions hold

more generally when we look at reasonable variations in the set of countries, so long as they

include countries that are high in the ranking by R&D-to-GDP. As seen in the Figure, TFP

now rises much more than in the full sample of AEs: the peak e↵ect is about 0.9%, much

larger than for the full sample, and in fact stronger than for the U.S. in terms of peak TFP

response per size of initial rise in R&D. That said, the R&D movement continues to be much

more persistent in this sample of foreign economies than in the U.S.

2.3 Spillovers from U.S. R&D to foreign TFP

A natural question to ask when analyzing TFP developments across countries is whether

there are cross-country R&D spillovers, i.e. if R&D expenditure in one given country may

benefit productivity in other countries. Coe and Helpman (1995) and Eaton and Kortum

(1996), for example, find evidence in support of such spillovers. The VAR methodology

employed above can complement the existing studies—which typically focus on longer-run

relationships—as it allows a richer study of the dynamic interaction between R&D and pro-

ductivity. To this end, we next specify a VAR which allows for spillovers from U.S. variables

to “local” (i.e., foreign-economy) variables. We restrict attention to spillovers from the tech-

nological leader—namely, the U.S. Accordingly, we estimate the following model:
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Figure 7: Identified R&D Shock in a Panel of AEs, Top 5 Countries by R&D-GDP Ratio

Note: Response to an identified shock to R&D expenditure obtained from estimating (2) on the top-5
economies by business-sector R&D expenditure to GDP (Germany, Japan, South Korea, Sweden and Switzer-
land). The black line represents the dynamic response, and the dark-grey and light-grey shaded areas respec-
tively depict 68% and 95% confidence intervals obtained by bootstrapping with 10,000 repetitions.
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Above, subindex i denotes the country (other than the U.S.). We include a set of constants

for the U.S., contained in cus, as well as country-specific fixed e↵ects (c̃i). We suppose that

the local variables cannot impact U.S. variables, neither contemporaneously nor with a lag,

and accordingly set the upper-right quadrant of the autoregressive matrix above to 0. Thus,

the process for the U.S. variables is una↵ected by local variables. Since we have longer time

series for the U.S., we estimate Bus separately in a first step. The matrix D captures the

impact of lagged U.S. variables on local variables. We continue to identify U.S. R&D shocks

by performing a Choleski decomposition of the variance-covariance matrix of
⇥
uus

0
t

ũ0
i,t

⇤
. Our

focus is on whether local TFP responds to U.S. R&D shocks.

Although we do not find much evidence of spillovers when estimating (3) on the full sample,

we do find some evidence for the panel of high research intensity countries studied earlier,
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as shown in Figure 8: local TFP eventually rises, by almost 0.6% at its peak.6 The e↵ect,

however, takes a long time to materialize: local TFP does not move for the first few years,

and then rises only very gradually. For comparison, the Figure also includes the response of

TFP to own-R&D shocks (the dashed blue line). Note that in that case, the response of TFP

is much faster (as well as larger in magnitude). Note also that the e↵ects are estimated with

significant uncertainty, as indicated by the width of the confidence bands.

Figure 8: Spillovers from U.S. R&D to Foreign TFP

Note: Responses to an identified shock to U.S. R&D expenditure obtained from estimating (3) on the U.S.
and the top-5 economies by business-sector R&D expenditure to GDP (Germany, Japan, South Korea, Sweden
and Switzerland). The black line represents the dynamic response, and the dark-grey and light-grey shaded
areas respectively depict 68% and 95% confidence intervals obtained by bootstrapping with 10,000 repetitions.
For comparison, we include the TFP response to own-R&D shocks (see Figure 7), shown by the dashed blue
line.

2.4 A larger-scale U.S. VAR

We have focused so far on a three-variable VAR—a minimal setting allowing the study of

the e↵ects of R&D on productivity. For robustness, we next estimate a higher-dimensional

VAR for the U.S., including a standard set of macroeconomic variables. The estimated model

provides interesting information on the e↵ects of R&D shocks on a larger number of variables

than was the case for the simple three-variable VAR. We estimate the following model:

6Note that the time path of U.S. R&D does not exactly match that in Figure 4. The reason is that the
time period used in estimation is now di↵erent, since our AE data has a shorter time series dimension.
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In addition to the three variables considered until now, the model above includes aggregate

investment (excluding R&D), consumption, inflation, the monetary policy rate, and a real

stock price index (respectively, invus
t

, cus
t

, ⇡us

t

, rus
t

, spus
t

). We measure inflation with the GDP

deflator. The stock price index sp
t

is the S&P500 index deflated by the GDP deflator. We

measure the stance of monetary policy, r
t

, with the Wu and Xia (2016) shadow rate. We

include inv
t

, c
t

, and sp
t

in logs, ⇡
t

in percent annual change, and r
t

in annual percentage

points. We continue to identify R&D shocks following the Choleski approach, which now

allows all the variables below rd
t

to respond contemporaneously to R&D shocks.

Figure 9 displays the responses of the variables in (4) to an R&D shock. Note first that the

pattern of responses of R&D and TFP is largely unchanged relative to the three-variable VAR:

the jump in R&D continues to induce a gradual, persistent rise in TFP. Consumption and

investment initially display a muted response (investment actually declines somewhat in the

initial years), but eventually rise as the boom in TFP and GDP strengthens. Inflation declines

significantly as TFP rises, possibly reflecting the cost-saving benefits of higher productivity,

and the policy rate declines somewhat.

Interestingly, stock prices (shown in the bottom-right panel) immediately jump in response

to the R&D shock by more than 3 percent, and remain persistently high. This is the case

even though the rest of the macroeconomic variables (including TFP) take several years to

reach their peak response. This dynamic pattern is reminiscent of the findings by Beaudry

and Portier (2006) and related literature on “news shocks.” The latter authors show how,

in a bivariate setting with TFP and stock prices, two distinct identification schemes (one

isolating shocks to stock prices orthogonal to current TFP; the other identifying shocks that

drive long-run movements in TFP) isolate almost collinear disturbances, inducing nearly-exact

dynamics—with stock prices jumping on impact and TFP rising gradually. That dynamic

pattern of stock prices and TFP resembles the one in Figure 9, which we obtain through a
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Figure 9: Identified R&D Shock in the U.S., Larger-Scale VAR

Note: Responses to an identified R&D shock in the larger-scale U.S. VAR (equation (4)). The black line
represents the dynamic response, and the dark-grey and light-grey shaded areas respectively depict 68% and
95% confidence intervals obtained by bootstrapping with 10,000 repetitions.

completely di↵erent identification strategy—one that relies on shocks to a third variable not

examined by Beaudry and Portier (2006), namely R&D expenditure. There are, however,

some di↵erences in the the dynamic pattern identified by Beaudry and Portier (2006) and

ours. Most notably, in our case the full rise of TFP takes several years to materialize, while

in Beaudry and Portier (2006) TFP peaks after about a year and a half (see their Figure 1).

Still, our results provide some support for the notion that the findings emphasized by the

news shocks literature may in part be due to technology innovation and di↵usion e↵ects (as

highlighted by Beaudry and Portier (2006)), at least at the lower frequencies.

As a final exercise in this section, we reestimate (4) decomposing the aggregate investment

series into two components: investment in information-processing equipment and software on

the one hand, and the rest of investment categories (still excluding R&D) on the other. The

goal is to examine whether the rise in R&D is accompanied by firms’ investments in the imple-

mentation of technology, as proxied by the investment categories just mentioned. Figure 10

shows the responses with investment decomposed into the two categories (the response of the

13



Figure 10: Identified R&D Shock in the U.S., Investment Decomposition

Note: E↵ects of an identified R&D shock in the larger-scale U.S. VAR on investment in information-processing
equipment and software (middle panel) and on the rest of investment categories (right panel). The black line
represents the dynamic response, and the dark-grey and light-grey shaded areas respectively depict 68% and
95% confidence intervals obtained by bootstrapping with 10,000 repetitions.

remaining variable is essentially una↵ected relative to Figure 9). Note that the response of

the information-processing and software investment category is positive throughout (even if

featuring considerable uncertainty), and always above the response of the rest of categories,

which now falls initially (by more, in percent, than overall investment does in Figure 9). Thus,

the evidence supports the notion that the rise in R&D is accompanied by a rise in investments

that might be seen as more complementary to R&D, even if investment in other categories

initially falls.

3 Model

Our theoretical framework is a standard New Keynesian model augmented to include en-

dogenous technology innovation and adoption, as in Comin and Gertler (2006) or Anzoategui

et al. (2016). The formulation of the evolution of technology closely follows Comin and

Gertler (2006). The model has six sets of agents: intermediate goods producers, innovators,

adopters, households, capital producers, and retailers. Of these, the first three correspond to

the endogenous technology mechanism. Capital producers use final output as input for the

production of investment goods. Retailers are the source of nominal rigidity in the model.

We next describe each set of agents in turn.
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3.1 Intermediate Goods Producers

In period t, there exists a continuum of measure A
t

of currently available varieties of

intermediates, each produced by a monopolistically competitive intermediate goods producer.

Wholesale output, Y W

t

, is a CES aggregate of individual intermediate goods:

Y W

t

=

Z
At

0

Y M

t

(s)
#�1
# ds

� #
#�1

(5)

Wholesale output is used to produce final output by retailers, described below, who are

subject to nominal rigidities. In (5), Y M

t

(s) is output by intermediates producer s. Each

intermediates producer sets (nominal) price P
t

(s). The price level of wholesale output as-

sociated with (5) is given by PW

t

=
hR

At

0
P
t

(s)1�#ds
i 1

1�#
. Each intermediate goods firm s

uses capital K
t

(s) and labor L
t

(s) to produce their variety, using a Cobb-Douglas production

function:

Y
t

(s) =  
t

K
t

(s)↵L
t

(s)1�↵ (6)

Here,  
t

is an exogenous TFP shock, which is assumed to follow an AR(1) in logs:

log( 
t

) = ⇢ log( t�1) + ✏ 
t

.

Solving the intermediates goods firm’s problem yields standard first order conditions for

pricing, labor, and capital. Let W
t

be the real wage and Z
t

be the real rental rate of capital.

Factor prices are equalized to their respective marginal products:

W
t

=
#� 1

#

1

M
t

(1� ↵)
Y W

t

L
t

(7)

Z
t

=
#� 1

#

1

M
t

↵
Y W

t

K
t

(8)

Real per-period profits by intermediates producers, denoted ⇧
t

, are equal across firms and

can be shown to be given by

⇧
t

=
1

#

1

M
t

Y W

t

A
t

(9)

In the three equations above, M
t

is the ratio of the final output price level, P
t

, over the

wholesale price level: M
t

= Pt

P

W
t
. The determination of P

t

is described below, in subsection

3.6 characterizing retailers.

Combining (5) with the first-order conditions for intermediates producers and with equilib-

rium in factor markets can be shown to yield the following expression for aggregate wholesale
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output Y W

t

:

Y W

t

= A
1

#�1
t

 
t

K↵

t

L1�↵

t

(10)

Here, K
t

and L
t

denote aggregate capital and labor: K
t

⌘
R

At

0
K

t

(s)ds, L
t

⌘
R

At

0
L
t

(s)ds.

Equation (10) makes clear that measured total factor productivity (TFP) is driven by the

measure of varieties of intermediates, A
t

, as well as by the exogenous TFP shock  
t

. The

evolution of the former is described in the next two subsections, characterizing technology

innovators and adopters.

3.2 Innovators

Our modeling of innovators follows Comin and Gertler (2006). Competitive innovators

spend resources in R&D to develop new intermediate goods. They then sell the rights to new

goods to an adopter, who converts the idea for the new product into an employable input, as

described in the next subsection.

Specifically, each innovator i has access to the following production function for new

innovations:

V
i,t

= ⇣Z
t

1

K⌘

t

N1�⌘

t

N
i,t

(11)

Here V
i,t

denotes new products developed by innovator i and N
i,t

denotes R&D expendi-

ture by innovator i (in units of final output). Aggregate R&D is N
t

⌘
R
i

N
i,t

di. As in Romer

(1990), there is a positive spillover from the aggregate stock of innovations, Z
t

, to individual

R&D productivity. At the same time, the term 1

K

⌘
t N

1�⌘
t

introduces a congestion externality

from aggregate R&D: everything else equal, higher aggregate R&D reduces innovators’ e�-

ciency of developing new products. Under this formulation, in equilibrium the R&D elasticity

of aggregate new technology creation is given by parameter ⌘, satisfying 0 < ⌘ < 1. This

parameter is one of the key objects that we aim to identify using the evidence described in the

preceding section. Also as in Comin and Gertler (2006), the congestion e↵ect depends posi-

tively on the aggregate capital stock K
t

, capturing the notion that as the economy becomes

more sophisticated (as measured by the amount of capital) the e�ciency of R&D declines.

This term helps ensure that the growth rate of new intermediate products is stationary. The

parameter ⇣ is a scaling factor, which helps the model match the growth rate of TFP in the

balanced growth path.

Let J
t

be the value of a new ”unadopted” innovation. We describe how J
t

is determined

in the following subsection. Innovations developed at t become available starting at t + 1.
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Accordingly, letting '
t

⌘ ⇣Zt

K

⌘
t N

1�⌘
t

and with ⇤
t,t+1 denoting the household’s stochastic discount

factor between t and t+ 1, innovator i’s problem is

max
Ni,t

E
t

(⇤
t,t+1Jt+1)'t

N
i,t

� (1 +�n

t

)N
i,t

Given that all innovators make the same choices, we now drop the i subindex. The first-

order condition for the problem above is given by

E
t

(⇤
t,t+1Jt+1)'t

= 1 +�n

t

Innovators’ problem above includes an exogenous R&D tax, or “wedge,” given by the

variable�n

t

. We assume the wedge follows a first-order autoregressive process: �n

t

= ⇢
N

�n

t�1+

✏n
t

. The wedge e↵ectively introduces a gap between the marginal benefit and the marginal cost

of innovation. Below, we use variation in the wedge �n

t

to initiate movements in R&D. One

possible interpretation for the wedge is that it reflects frictions in financial intermediation,

constraining credit for innovators.7 Wedges of this type a↵ecting various agents have been

used, for instance, to characterize the recent U.S. Great Recession (see, e.g., Christiano et

al. (2015)). More generally, here we think of the wedge as a reduced-form way of inducing

movements in R&D, be it due to financing constraints or to other (unmodeled) sources of

variation of the desirability of R&D investments.

The aggregate stock of adopted technologies, Z
t

, evolves according to the following:

Z
t+1 = �Z

t

+ V
t

(12)

The parameter �, satisfying 0 < � < 1, captures technological obsolescence. V
t

⌘
R
i

V
i,t

di

is the aggregate amount of new innovations introduced in period t.

3.3 Adopters

There is a competitive set of “adopters” that convert available technologies into use.

Each adopter succeeds in making a product usable in any given period with probability �
t

(determined below). If the adopter is not successful in period t, he may try again in t + 1.

This success rate depends positively in the amount of adoption expenditures by the adopter.

Given that the success rate will be the same across products, this formulation facilitates

aggregation. Accordingly, the total number of technologies in use A
t

evolves according to the

7See Queralto (2013) for an explicit model of this channel.
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following law of motion:

A
t+1 = �

t

� (Z
t

� A
t

) + �A
t

(13)

As a way to introduce adjustment costs in adoption activity, we suppose that adopters’

input is a specialized good (e.g. equipment) that is produced using final output by equipment

producers, described below.8 The latter agents face adjustment costs tha are analogous to

those faced by capital goods producers. We denote the price of the equipment good used by

adopters by Qm

t

.

Let M
i,t

be the amount of equipment used by any given adopter. The probability of a

successful adoption, �
t

, depends on M
i,t

and is given by the following:

�
t

(M
i,t

) = 
�

✓
V
t

Z
t

◆
⌫

M⇢�
i,t

(14)

with 
�

> 0, 0 < ⌫ < 1, and 0 < ⇢
�

< 1. The probability of a successful adoption is

increasing and concave in adoption e↵ort M
i,t

. In addition, it includes a “spillover” term

from aggregate innovation V
t

(relative to the total stock of innovations). The idea here is

that aggregate innovation may have a benign e↵ect on the likelihood of adoption of existing

innovations, for example because adopters learn from recently introduced innovations.9 In

addition to having some plausibility, this spillover term helps prevent a fall in adoption rates

in response to a shock to the innovation wedge, as we illustrate below.10

An adopter i buys the rights to an unadopted technology from innovators, at competitive

price J
t

. The adopter then uses resources M
i,t

which lead to the technology becoming usable

for production with probability �
t

(M
i,t

). If the adopter is successful, he sells the adopted

technology to goods producers obtaining for it the price H
t

, given by

H
t

= ⇧
t

+ �E
t

(⇤
t+1Ht+1)

where ⇧
t

is the monopoly profit from operating the technology, given by (9).

8Adopters’ adjustment costs help avoid excessive volatility in adoption activity, e.g. in response to mon-
etary shocks.

9Gri�th et al. (2004), for instance, emphasize that an important role of R&D is to facilitate the adoption
of existing innovations.

10In previous versions of the paper we introduced an “adoption wedge” proportional to the innovation
wedge, which accomplished a similar objective.
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The problem of an adopter is

J
t

= max
Mi,t

�Qm

t

M
i,t

+ �E
t

⇤
t+1 {�t(Mi,t

)H
t+1 + [1� �

t

(M
i,t

)]J
t+1}

Adopters’ first-order condition is given by the following:

⇢
�

�

✓
V
t

Z
t

◆
⌘

E
t

⇤
t+1 (Ht+1 � J

t+1) = Qm

t

M1�⇢�
i,t

Since M
i,t

is the same across adopters, we now drop the i subscript. Adoption e↵ort M
t

is increasing in the expected discounted value of the di↵erence H
t

� J
t

, i.e. in the di↵erence

in value between an adopted and an unadopted technology.

In period t there is a measure Z
t

� A
t

of technologies which adopters are attempting to

adopt, with each adopter using M
t

equipment goods. Accordingly, the aggregate amount of

goods used by adopters is given by (Z
t

� A
t

)M
t

.

3.4 Households

The representative household chooses (real) consumption C
t

, labor supply L
t

, holdings of

nominal riskless bonds B
t+1, and holdings of physical capital K

t+1 to maximize

E
t

1X

i=0

�i


log(C

t

� hC
t�1)�

�

1 + ✏
L1+✏

t

�

subject to a sequence of budget constraints

C
t

+
B

t+1

P
t

+Q
t

K
t+1  W

t

L
t

+R
t

B
t

P
t

+ [Z
t

+ (1� �)Q
t

]K
t

+ ⇧̃
t

Here W
t

is the real wage, Q
t

is the price of capital, Z
t

is the capital rental rate and ⇧̃
t

is

total profits distributed to the household (from both output and capital producers). The

parameter h, satisfying 0 < h < 1, governs the presence of consumption habits.

Following Christiano et al. (2015), Smets and Wouters (2007), and others, we modify the

household’s optimality conditions to include an exogenous “consumption wedge” �b

t

, which

works to distort the household’s Euler equation for riskless bonds. We assume that (the log

of) �b

t

follows a first-order autoregressive process: log(�b

t

) = ⇢
b

log(�b

t�1) + ✏b
t

. Christiano

et al. (2015), for instance, use a wedge of this type (in combination with other shocks) to

model the disturbances triggering the U.S. Great Recession. In a similar vein, Anzoategui

et al. (2016) introduce a time-varying preference for the riskless bond in households’ utility

function, which works to modify consumers’ Euler equation in a similar way. More generally,
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this type of shock has been used in the literature to capture sources of aggregate demand

variation.

Letting inflation be ⇡
t

⌘ P
t

/P
t�1, the household’s optimality conditions for riskless bond

holdings, physical capital, and labor supply are then given by the following:

1 = E
t

✓
⇤

t,t+1
R

t

⇡
t+1

◆
�b

t

(15)

1 = E
t


⇤

t,t+1
Z

t+1 + (1� �)Q
t+1

Q
t

�
(16)

�L✏

t

= U
C,t

W
t

(17)

where the household’s stochastic discount factor and marginal utility of consumption are

respectively given by

⇤
t,t+1 =

U
C,t+1

U
C,t

(18)

U
C,t

=
1

C
t

� hC
t�1

� �hE
t


1

C
t+1 � hC

t

�
(19)

3.5 Capital and Equipment Producers

Capital producers make new capital goods using final output as input, and are subject

to adjustment costs. They sell new capital to househods at price Q
t

. The objective of the

representative capital producer is to choose a state-contingent sequence {I
t

} to maximize the

expected discounted value of profits:

E
t

1X

s=0

⇤
t,t+s

⇢
Q

t+s

I
t+s

�

1 + f

✓
I
t+s

I
t+s�1

◆�
I
t+s

�
(20)

where the function f is convex and satisfies f(g) = f 0(g) and  
N

⌘ f(g) > 0, with g

denoting the growth rate of investment along the balanced growth path (which coincides with

the growth rate of technology, output, and other aggregates).

From profit maximization, we obtain that the price of capital goods is equal to the marginal

cost of investment goods production:

Q
t

= 1 + f

✓
I
t

I
t�1

◆
+

I
t

I
t�1

f 0
✓

I
t

I
t�1

◆
� E

t

⇤
t+1

✓
I
t+1

I
t

◆2

f 0
✓
I
t+1

I
t

◆
(21)

The aggregate stock of physical capital then follows the law of motion below:
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K
t+1 = (1� �)K

t

+ I
t

(22)

Equipment producers face a problem analogous to that of capital producers, with an

identical adjustment cost function. Letting equipment goods produced by the (representative)

equipment producer be Im
t

, the latter’s objective is the same as in (20) replacing Q
t+s

by Qm

t+s

and I
t+s

bt Im
t+s

. In the aggregate, the market for equipment goods must clear, so we must

have Im
t

= (Z
t

� A
t

)M
t

.

3.6 Retailers

There is a continuum of mass unity of retailers, who produce final output using wholesale

output as input. Each producer simply purchases wholesale output, costlessly di↵erentiates it,

and sells it to final output users. Retailers are subject to nominal rigidities: each retailer can

only reset its price with probability 1�✓, and must keep its price fixed with the complementary

probability. Firms not resetting their price index partially to previous-period inflation (with

elasticity ◆
p

), and partially to steady state inflation (with the complementary elasticity). Final

output Y
t

is a CES composite of retailers’ output:

Y
t

=

Z 1

0

Y R

t

(k)
!t�1
!t dk

� !t
!t�1

(23)

where Y R

t

(k) is output by retailer k 2 [0, 1]. To allow for a source of variation in firms’

desired markups, we assume that the elasticity of substitution !
t

is time-varying, and follows

a first-order autoregressive process: log(!
t

) = log(!
t�1) + ✏!

t

.

Let the price set by retailer k be P
t

(k). Then cost minimization by users of final output

yields the following demand function for each retailer k:

Y R

t

(k) =


P
t

(k)

P
t

��!t

Y
t

(24)

where the final output price level, P
t

, is

P
t

=

Z 1

0

P
t

(k)1�!tdk

� 1
1�!t

(25)

Nominal marginal cost for retailers is PW

t

. Let the indexation term be I
t,t+⌧

⌘
Q

⌧

k=1 ⇡
◆p

t+k�1⇡
1�◆p

for ⌧ � 1, where ⇡ denotes steady-state inflation. Given the pricing friction, the problem of

a retailer is the following:
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max
P

⇤
t

E
t

1X

i=0

✓i⇤
t,t+i

✓
P ⇤
t

I
t,t+i

P
t+i

�
PW

t+i

P
t+i

◆
Y R

t,t+i

(26)

subject to

Y R

t,t+i

=


P ⇤
t

I
t,t+i

P
t+i

��!t

Y
t+i

(27)

This problem leads to the usual first-order condition for the optimal reset price P ⇤
t

:

P ⇤
t

=
!
t

!
t

� 1

E
t

P1
i=0 ✓

i⇤
t,t+i

1
Mt+i

I!t
t,t+i

P !t
t+i

Y
t+i

E
t

P1
i=0 ✓

i⇤
t,t+i

I1�!t
t,t+i

P !t�1
t+i

Y
t+i

where as mentioned earlier, the variable M
t

is given by the ratio of price levels Pt

P

W
t

(i.e.,

the inverse of retailers’ real marginal cost).

From the law of large numbers, the evolution of the price level is

P
t

=
h
✓
�
⇡
◆p

t�1⇡
1�◆pP

t�1

�1�!t + (1� ✓)P ⇤1�!t
t

i 1
1�!t (28)

3.7 Central Bank, Resource Constraint, and Stock Prices

We suppose that monetary policy is characterized by a simple Taylor rule with interest-

rate smoothing, where the systematic component of policy responds to inflation and to the

output gap (approximated by the inverse of the price markup). Accordingly, the policy rule

is

R
t

= R�r
t�1

⇣⇡
t

⇡

⌘
�⇡
✓

Y
t

Y pot

t

◆
�y

R

�1��r

rm
t

(29)

where Y pot

t

denotes potential output (defined as the level of output that would result with

perfectly flexible prices and no markup shocks), and the steady-state interest rate R is given

by g⇡/�. The rule includes a monetary policy shock, given by rm
t

, which follows the stochastic

process log(rm
t

) = ⇢
m

log(rm
t�1) + ✏m

t

.

Equilibrium in wholesale output requires Y W

t

=
R 1

0
Y R

t

(k)dk. Combining this condition

with (27), the relation between wholesale and final output is

Y
t

=
Y W

t

D
t

(30)
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where D
t

is given by a measure of price dispersion across retailers: D
t

⌘
R 1

0

h
Pt(k)
Pt

i�!t

dk.

It can be shown that D
t

� 1, and that D
t

⇡ 1 to a first order (i.e., output losses due to price

dispersion are second order).

The aggregate resource constraint is given by

Y
t

= C
t

+


1 + f

✓
I
t

I
t�1

◆�
I
t

+


1 + f

✓
Im
t

Im
t�1

◆�
Im
t

+N
t

(31)

Final output is used for consumption, investment, adoption and innovation.

Finally, stock prices S
t

, defined as the present discounted value of dividends of the entire

firm sector, are given by

S
t

= Q
t

K
t

+ (H
t

� ⇧
t

)A
t

+ (J
t

+M
t

Qm

t

)(Z
t

� A
t

) (32)

Stock prices in the model reflect not only the value of physical capital Q
t

K
t

but also the

value of currently adopted and unadopted technologies (the second and third summands in

the right-hand-side of (32)), as originally highlighted by Comin et al. (2009) and later used

by Kung and Schmid (2015), among others.

This completes the description of the model.

4 Model Estimation

We now proceed to estimate some of the model’s key parameters, by using the empirical

responses to an identified R&D shock documented in section 2.1. Because our focus is on the

link between R&D and productivity, we focus on the impulse responses from the small-scale

VAR when estimating the model, although we later check how well the model fares against

the larger-scale VAR responses.

We partition the parameters into two sets: the first set contains mostly standard pref-

erence and technology parameters which we calibrate following the literature. The second

set contains parameters that we estimate by minimizing the distance between empirical and

model-simulated impulse responses. The key parameter within this set is the elasticity of

innovation to R&D, ⌘. We next discuss each parameter set in turn.

4.1 Calibrated Parameters

Since our data is annual, we calibrate the model at an annual frequency. The calibrated

parameter values are shown in table 1. Our calibration for common preference and technology
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Table 1: Calibrated Parameters

Symbol Value Description

� 0.9978 Discount factor
↵ 0.33 Capital Share
� 0.1 Capital depreciation
✏

�1 2 Frisch labor supply elasticity
h 0.50 Habit
# 2.4925 Intermediates producers’ elasticity of substitution
� 0.92 Obsolescence of technologies
⇢

�

0.95 Adoption elasticity
⌫ 1/3 Innovation spillover to adoption
L 1 Steady-state labor

g

1
#�1 1.0120 Steady-state TFP growth (gross)

� 0.20 Steady-state adoption probability
! 4.167 Retailers’ average elasticity of substitution
✓ 0.65 Probability of keeping prices fixed
◆

p

0.20 Degree of indexation to pat inflation
⇡ 1.02 Steady-state inflation (gross)
�

r

0.32 Smoothing parameter of the Taylor rule
�

⇡

1.5 Inflation coe�cient of the Taylor rule
�

y

0.5 Output gap coe�cient of the Taylor rule

⇢ 0.9 Exogenous TFP shock persistence
⇢

b

0.65 Consumption wedge persistence
⇢

!

0.33 Markup shock persistence
⇢ 0.10 Monetary shock persistence
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parameters is relatively standard. We set the discount factor, �, to 0.9978, to deliver a

balanced-growth-path real interest rate of 2 percent annually. The capital share ↵ is set

to 0.33, and the capital depreciation rate is � = 0.1. We calibrate ✏ to 0.5, resulting in a

Frisch elasticity of labor supply of 2. We set the habit parameter h to 0.50, somewhat below

typical estimates, to account for the fact that these estimates typically result from quarterly

data while our model is annual. The parameter governing the elasticity of final output with

respect to intermediates, #, is chosen so that the technological level A
t

takes the purely

labor-augmenting form, which amounts to imposing the restriction (1�↵)(#�1) = 1.11 This

restriction implies that there exists a balanced growth path along which output is proportional

to TFP, and therefore profits per period ⇧
t

are stationary (see equation (9)). Given the choice

for ↵, the resulting value for the intermediate goods markup is #/(#� 1) = 1.67, close to the

value of 1.6 chosen by Comin and Gertler (2006). We set the technology obsolescence rate,

1 � �, to 10 percent annually, similar to Anzoategui et al. (2016), who rely on estimates of

technological obsolescence from Caballero and Ja↵e (1993). We follow Comin and Gertler

(2006) and set the elasticity of the adoption probability to adoption expenditure, ⇢
�

, to 0.95.

This value helps deliver a realistic ratio of R&D to GDP in steady state, and is also consistent

with measures of the cyclicality of technology di↵usion, as Anzoategui et al. (2016) show.

To set the parameters � (labor disutility), ⇣ (productivity of R&D), and 
�

(constant in

the adoption rate), we target properties of the model’s balanced growth path. In particular,

we normalize the level of labor L to unity, and target a TFP growth rate of 1.20% and an

adoption rate of 0.20. The target growth rate to the average annual growth rate of TFP

for the U.S. The adoption rate target follows Comin and Gertler (2006) and Anzoategui et

al. (2016), who rely on evidence on average technology adoption lags. The average adoption

lag in the model is given by 1
�

; the chosen value for � thus implies an average adoption lag

of five years. Given these targets, we then back out the parameters �, ⇣ and 
�

. In our

estimation procedure below, we always keep the targets fixed as we search over the estimated

parameters, thus ensuring that our estimates are always consistent with our targeted values

for the balanced growth path.

We also need to assign a value to the spillover parameter ⌫, governing the impact of

aggregate innovation on the adoption rate. Ideally we would like to calibrate or estimate

this parameter based on evidence on the impact of R&D on adoption rates or adoption

expenditures. Comprehensive measures of the latter, however, are not available. We thus

follow an alternative strategy to calibrate ⌫, which relies on imposing that the response of

adoption rates to R&D is not very large. In particular, we pick ⌫ so that the response of �
t

11Kung and Schmid (2015) make a similar parameter restriction.
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Table 2: Estimated Parameters

Symbol Value Description

⌘ 0.35 Elasticity of technology creation to R&D
⇢

n

0.78 Persistence coe�cient of �n

t

�

n

0.04 Size of impulse to �n

t

to �n

t

is zero on average over the first ten years, resulting in a value of 1/3.12

We set the elasticity of substitution across retailers, !, to 4.167, following Primiceri et al.

(2006). Our choice of the price rigidity parameter ✓ = 0.65 reflects the equivalent in annual

terms to the quarterly estimate in Anzoategui et al. (2016) of about 0.9. We set the degree of

indexation to past inflation, ◆
p

, to 0.20, following estimates from Primiceri et al. (2006) and

Smets and Wouters (2007). The steady-state inflation rate is set to 2 percent per year. We

set the Taylor rule coe�cients on inflation and output, �
⇡

and �
y

, to 1.5 and 0.5 respectively,

both standard values. We also use a standard value for the interest rate smoothing parameter,

�
r

, which we set to 0.32, corresponding to 0.75 at the quarterly frequency. Finally, we assign

conventional values to the shock persistence parameters. We assume that exogenous TFP

is a high-persistence process, and accordingly set ⇢ = 0.9 (corresponding to a quarterly

persistence of 0.9
1
4 = 0.974), similar to the estimate by Anzoategui et al. (2016)). We also

take our estimate of the consumption wedge persistence from Anzoategui et al. (2016). Finally,

we set the markup and monetary policy disturbances to low-persistence processes, in line with

estimates from Primiceri et al. (2006) and Anzoategui et al. (2016).

4.2 Estimated Parameters

We estimate the following three parameters: the elasticity of new innovations with respect

to R&D, ⌘; the first-order autoregressive coe�cient of the innovation wedge, ⇢
N

; and the size

of the impulse to the innovation wedge, �
n

. Let the subset of estimated model parameters be

" ⌘ (⌘, ⇢
n

, �
n

). Let also  (") denote the mapping from " to the model’s impulse responses to

the initiating shock to �n

t

, and let  ̂ be the empirical impulse responses from the panel VAR

in section 2.1. We use the first 20 years of each response. We estimate " by solving

min
"

h
 ̂� (")

i0
V �1

h
 ̂� (")

i
(33)

12As we discuss in detail below, when ⌫ = 0 the model predicts a drop in adoption rates following a shock
to �n

t , so that a positive ⌫ is required to maintain adoption rates stable following the innovation shock.
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Here, V denotes a diagonal matrix with the variances of the estimated impulse responses

along the main diagonal. The weighting matrix V gives relative more weight to more precise

estimates in the optimization problem above.

Table 2 contains the resulting parameter estimates. Our estimate of the elasticity of

aggregate new technology production with respect to aggregate R&D expenditure, ⌘, is 0.35,

a value lower than used by Comin and Gertler (2006) but in the vicinity of the value estimated

by Anzoategui et al. (2016). The estimate of the “spillover” parameter ↵
n

is 0.108, indicating

that the data favors an increase in technology adoption to occur alongside the rise in R&D. The

estimated size of the adoption wedge is about one-tenth of the size of innovators’ wedge. The

first-order autoregressive coe�cient ⇢
n

is estimated to be 0.81, in line with the considerable

persistence of R&D in the data, and the size of the impulse to �
n

is 5.6 percent.

Figure 11: Impulse response to R&D shock, model v. data

Note: As in Figure 4, the black solid lines show the empirical responses to an R&D shock in the U.S. VAR
from section 2.1, and the shaded areas indicate confidence intervals. The solid blue lines with circles show
the model’s responses to a shock to the R&D wedge at the estimated parameter values.

Figure 11 plots the empirical impulse responses from section 2.1 along with the model-

generated responses, computed using the estimated parameter values in Table 2. The model

tracks the empirical movements in R&D and TFP reasonably well. As seen in the Figure, in

both the model and the data, an increase in R&D of about 4 percent initially leads the level

of TFP to rise about 0.4 in the medium-run.

We next document the model’s transmission from R&D to TFP, and illustrate the role of

the parameter ⌘ in shaping the model’s responses. Figure 12 shows the impulse responses of

several variables pertaining to the innovation and adoption sectors at our estimated values

(blue solid line), along with the responses resulting from setting ⌘ = 0.175 (i.e. fifty percent
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below its estimate), shown by the green dash-dotted line. Throughout we continue to maintain

the steady-state targets for L, g and �. As seen in the Figure, the increase in R&D spurs the

creation of new innovations V
t

, which add to the stock of existing technologies, Z
t

. As these

innovations become adopted, the stock of technologies in use (A
t

) rises, which accounts for

the rise in TFP.

Figure 12: R&D shock transmission, sensitivity to ⌘
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Note: The solid blue line represents the impulse responses at the estimated parameter values, and the green
dash-dotted line shows the responses when lowering ⌘ by fifty percent relative to its estimated value.

Note from Figure 12 that with a lower elasticity of innovation to R&D, the increase in V
t

from a given rise in R&D becomes substantially smaller. As a consequence, the total stock

of technologies Z
t

rises by much less. In addition, technology adoption also weakens, through

the innovation spillover term. As a result, the rise in A
t

is much smaller. In this way, the

data helps identify the magnitude of the parameter ⌘.

We next discuss the role of the spillover parameter ⌫. To this end, we first reestimate the

parameter vector ", this time imposing ⌫ = 0 (i.e. no spillover from aggregate innovation to

the adoption rate). The resulting parameter estimates are ⌘ = 0.73, ⇢
n

= 0.91 and �
n

= 0.04.

Figure 13 shows the model’s behavior in this case (red dash-dotted line), compared to our

baseline case with ⌫ = 1/3. As we discussed earlier, the baseline case has the adoption rate

remain close to its steady-state value (of about twenty percent per year). By contrast, absent
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the spillover, the adoption rate falls significantly. This results from a type of substitution

e↵ect: given the decrease in the innovation wedge—which works to make investments in

R&D more desirable—agents optimally direct resources toward that activity, and away from

other activities (including technology adoption). The lower adoption rate then makes it very

hard for the model to match the data: note from the bottom-left panel that the increase

in A
t

with ⌫ = 0 is very gradual, and thus clearly at odds with the data. This is the case

even though the elasticity of innovation to R&D is more than twice as large in this case (0.73

compared to 0.35).

Figure 13: R&D shock, e↵ect of adoption spillover
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Note: The solid blue line represents the impulse responses at the estimated parameter values, and the green
dash-dotted line shows the responses in a (reestimated) model that imposes ⌫ = 0 (no adoption spillover).
The reestimated parameter values in the no-spillover model are ⌘ = 0.73, ⇢n = 0.91,�n = 0.04.

We conclude this section by assessing the model’s fit vis-à-vis the larger-scale VAR esti-

mated in section 2.4. Figure 14 plots the empirical responses for the larger set of variables,

along with the model counterparts. The model matches macroeconomic aggregates reason-

ably well, while it has more trouble matching inflation and the fed funds rate, and particularly

stock prices. In the model, the rise in productivity does eventually put downward pressure

on inflation. This e↵ect, however, is o↵set initially by the boost in aggregate demand that

results from higher desired investment in R&D and technology adoption. This e↵ect is also
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Figure 14: Larger-Scale VAR, Model v. Data

Note: Responses to an identified R&D shock in the larger-scale U.S. VAR as in Figure 9 (black solid lines
and shaded areas), along with model impulse responses (blue circled lines).

partially responsible—together with a rise in labor supply due to the wealth e↵ect (note that

consumption initially falls slightly)—for the short-run increase in output.13 The interest rate

increase, on the other hand, is mainly due to a rise in the natural rate, resulting from higher

expected consumption growth. The resulting more-heavy discounting of future profits, to-

gether with a rise in the profit flow ⇧
t

that is fairly transitory, accounts for the small reaction

of stock prices.

5 Historical Analysis

Given the model and the estimated parameter values, we now turn to a historical analysis

of U.S. productivity growth. Our focus is on exploring the relevance of technology innovation

and adoption for the evolution of observed TFP growth in recent times. We are interested,

13One possible way to mitigate this e↵ect might be to assume that, instead of using final goods as inputs
as in Comin and Gertler (2006), innovators and adopters use specialized labor, as assumed by Anzoategui et
al. (2016).
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in particular, in examining to what extent the post-Great Recession decline in R&D was

responsible for the low rates of TFP growth. We also examine whether there is scope for

monetary policy in providing a boost to productivity growth.

To this end, we use the model to obtain “smoothed” sequences of the exogenous innova-

tions ✏n
t

, ✏ 
t

, ✏m
t

, ✏b
t

and ✏!
t

(respectively, disturbances to the innovation wedge, exogenous TFP,

monetary, consumption wedge, and price markup) using data on R&D growth, TFP growth,

the shadow Fed Funds rate, output, and inflation. Armed with these, we next construct a

series of experiments and counterfactuals, aimed at addressing the questions posed above.

5.1 Drivers of the productivity slowdown

We start with a decomposition of measured TFP in the data into its endogenous and

exogenous components. From (10), measured TFP is

TFP
t

= A
1

#�1
t

 
t

(34)

Thus, a natural question is how much of observed TFP growth is accounted for by the

endogenous component A
1

#�1
t

, and how much is picked up by the exogenous TFP shock  
t

.

Figure 15 plots the corresponding decomposition (obtained using the log-di↵erenced version

of (34)). Because we are interested in illustrating what drives the slowdown in recent decades,

we show each component relative to its own value in 1998 (when TFP growth peaked). The

first observation from Figure 15 is that the endogenous component (shown by the green

dash-dotted line) is quite slow moving. Accordingly, the higher-frequency movements in TFP

growth in the data are picked up disproportionately by exogenous TFP shocks, as made clear

by comparing the red and blue lines in Figure 15.

That said, endogenous TFP is identified to play a significant role in the post-2000s slow-

down in TFP growth. After an upward trend in the second half of the 1990s (featuring a

total rise, between 1996 and 2001, of about one-half percentage point), this component starts

a marked decline. The decline has two phases: one coinciding with the 2001 recession (during

which R&D expenditure fell sharply), and the other beginning around 2006 and accelerating

during the Great Recession.

The decline in the endogenous component accounts for a significant part of the TFP

growth slowdown in recent years. To illustrate this point clearly, Figure 16 shows the same

decomposition as in Figure 15, but this time expressing the data (as well as each component)

as 5-year moving averages. This aids in the interpretation as it smooths out the more volatile

year-to-year variations in the TFP growth rate. As made clear by the Figure, the decline
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Figure 15: Decomposition of TFP growth
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Note: The blue solid line is log-di↵erenced TFP in the data, the green dash-dotted line is its endogenous
component, and the red dotted line is its exogenous component (see equation (34)).

in the endogenous component of TFP growth since the late 1990s accounts for a large and

growing portion of the fall in the TFP growth in the data—about a third percent, on average,

between 2001 and 2014.

5.2 The role of the Great Recession

We next turn to the issue of how much the decline in R&D expenditure seen during and

after the Great Recession contributed to the weakness in productivity growth. To address this

question, we use the model to produce a counterfactual scenario in which, instead of sharply

declining, R&D expenditure remains on its pre-crisis trend. In particular, as shown in the

top-left panel of Figure 17, we suppose that starting in 2009, R&D continues to grow at a

constant rate—equal to its average growth from 2005 through 2008. We see this as a simple,

yet plausible, way of projecting the likely evolution of R&D absent the crisis.14 Because we

want to isolate the contribution of R&D expenditure, we simply engineer the counterfactual

R&D path via shocks to the innovation wedge �n

t

, by searching for the alternative path of

disturbances ✏n
t

that accomplishes our desired path of R&D. As shown in the left panel of

Figure 18, this requires a path for the disturbances ✏n
t

that remains low since 2009, rather

than rising sharply—which then has the e↵ect of keeping R&D growth low, as shown in the

left panel of Figure 18.

14Christiano et al. (2015) use a similar method to characterize the e↵ects of the Great Recession on a broad
set of variables.
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Figure 16: Decomposition of TFP growth, 5-year moving average
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Note: The black solid line is the 5-year moving average of log-di↵erenced TFP in the data. The blue
bars indicate the contribution of the endogenous component, and the red bars show the contribution of the
exogenous component.

As shown in the right and bottom panels of Figure 17 the consequences for TFP of the

alternative path of R&D are substantial: the moving-average measure of TFP growth now

rises gradually starting in 2009, and by the end of the sample reaches about 1.1%—nearly

double the actual value, and recovering a substantial part of the decline seen since the 1998

peak. This alternative evolution has sizable implications for the level of TFP, which by 2016

is about four percent higher in the counterfactual scenario relative to its actual path. Thus,

even if the TFP slowdown began prior to the Great Recession—as compellingly argued by

Fernald (2014)—the analysis above suggests that the slowdown in R&D since the crisis has

significantly contributed to the low TFP growth rates seen in recent years.

5.3 E↵ects of monetary policy

We next analyze some implications for monetary policy in this setting. We begin by

analyzing the e↵ects of a monetary policy shock. In Figure 19 we report the e↵ects of a

rise of 25 basis points in the policy rate in the baseline model with endogenous TFP. For

comparison, we also include the e↵ect of a rise in the policy rate of the same size in a model

where TFP is fully exogenous. From the top row, note that the policy rate increase adversely
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Figure 17: R&D and TFP, actual and counterfactual
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Figure 18: Innovations to �n

t

and R&D growth, actual and counterfactual
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Note: In the right panel, the blue solid line shows the innovations to�n
t recovered from the historical analysis,

and the green dashed line represents the counterfactual innovations that are required to keep R&D on trend.
The right panel shows log-di↵erenced R&D in the data (blue solid) and in the counterfactual (green dashed).

a↵ects both the stock of innovations and the adoption rate. R&D falls by about 0.5 percent

on impact, and adoption e↵ort M
t

falls about half as much. The reason is twofold: first, the

present value of future profits diminishes due to discounting. Second, the profit flow ⇧
t

itself

falls (albeit in a transitory fashion), as a consequence of the cyclical downturn engineered by
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the shock. Due to the slower pace of innovation and adoption, TFP falls persistently relative

to the unshocked path. This then implies that the decline in macroeconomic aggregates

like output, consumption and investment has a persistent component that is absent in the

exogenous-growth version of the model.

Figure 19: Monetary policy shock, baseline v. model without endogenous TFP
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Note: We show the impulse responses to a monetary shock r

m
t in the baseline model (blue solid line) and in

a model without the endogenous TFP growth mechanism. We size the impulse so that it induces a rise in the
monetary policy rate of 25 basis points.

Given the e↵ects of monetary policy on TFP just documented, how much can future

monetary policy boost TFP growth within this setting? We next use the model to illustrate

the consequences for future TFP growth of the pace of monetary policy tightening post-2016.

In particular, we consider the following experiment. Suppose a baseline scenario in which the

policy rate post-2016 is expected to follow the path shown by the blue line in the left panel

of Figure 20, taken from the projected appropriate policy path by the FOMC as of March

15, 2017. Suppose also that in this baseline scenario, agents expect TFP growth to remain

constant and at its average pace in the period 2011-2016 (of about 0.65 percent). We then

consider an alternative scenario in which monetary policy tightens more slowly, as shown by

the green dash-dotted line in Figure 20). The alternative path has the policy rate below
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the baseline projection by about 100 basis points, on average, from 2017 through 2021. We

implement this alternative path using a sequence of shocks to the monetary rule, impacting

from 2017 through 2020.

The left panel of Figure 20 shows the implications for TFP growth, again measured as a

5-year moving average. The monetary stimulus leads to a temporary boost to TFP growth,

which is above the baseline path between 2017 and 2023. At its peak in 2020 TFP growth

reaches 0.74 percent, about 10 basis points above the baseline. The e↵ect of the stimulus dies

out thereafter, with TFP growth returning to its baseline path.

Figure 20: Policy rate and TFP growth, baseline projection and alternative

Note: The blue line shows the baseline projected Fed funds rate and TFP growth rate. The green dashed
line shows an alternative scenario where the policy tightening post-2016 occurs much more slowly than in the
baseline.

6 Conclusion

In this paper, we estimate the impact of R&Dmovements on TFP in the U.S. and in a panel

of advanced economies, and we develop a model featuring endogenous TFP via technology

innovation and adoption to address the evidence. We also use the model to shed light on the

drivers of the productivity growth slowdown of recent times.

One notable absence from our analysis is a consideration of the implications of the zero

lower bound (ZLB) on monetary policy. This is particularly relevant given that the slow

productivity growth seen across advanced economies has coincided with a period in which

several of them were constrained by the ZLB, suggestive of the possibility of “stagnation

traps” (Benigno and Fornaro (2016)). Incorporating such traps into more quantitatively-

36



oriented frameworks such as the one develop here is a promising area of future work. Another

interesting area for future research, in light of the findings in section 2.4, is a more thorough

analysis of the interaction between stock prices, R&D, and subsequent TFP developments.
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Appendix

A Data

Our dataset consists of annual data for 22 advanced economies. Our panel includes the

same countries as Coe et al. (2009), with just two exceptions due to data availability. We

exclude Greece and Iceland due to missing R&D data. Table A1 in the Appendix contains

a complete list of the countries and years included in our panel, as well as basic summary

statistics.

R&D is measured as R&D expenditure performed by business enterprise, in millions of

constant US dollars, converted using constant PPPs. Data comes from the OECD Research

and Development Statistics. For the United States, this series is equivalent to R&D data

published by the National Science Foundation. The OECD data is extracted from the NSF’s

Science and Engineering Indicators data on R&D, performed in the domestic United States

by all companies with five or more employees, publicly or privately held.15

TFP comes from two separate data sources, based on availability. Our primary source

is The Long-Term Productivity database published by Bergeaud et al. (2015). This data

is available for 17 advanced economies including the United States. For the five remaining

countries in our panel, we use TFP data from the Total Economy Database produced by

The Conference Board. These series are augmented with Information and Communications

Technology (ICT) and Labor Quality. These series are used for Austria, Ireland, Israel, New

Zealand, and South Korea.

Gross Domestic Product is measured in millions of constant US dollars, converted using

Geary Khamis PPPs. This data is from the Total Economy Database produced by The

Conference Board.

Finally, our country-level stock price indexes come from MSCI Inc., formerly Morgan

Stanley Capital International. We use end of period stock prices in real per capita terms,16

following the lead of Beaudry et al. (2011). Adjustment is performed using GDP deflator and

population series from the World Development Indicators published by the World Bank.

15See the NSF’s Science and Engineering Indicators 2016, Appendix Table 4-2.
16The indexes are converted into per capita terms by subtracting the log population growth rate from the

log growth in prices: logPt/Pt�1 � logPopt/Popt�1.
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Table A1: Summary Statistics

Country Sample Observations Mean �TFP
Australia 1981 - 2011 31 1.25%
Austria 1989 - 2013 25 2.14%
Belgium 1981 - 2013 33 1.86%
Canada 1981 - 2013 33 1.39%
Denmark 1981 - 2013 33 1.89%
Finland 1981 - 2013 33 2.61%
France 1981 - 2013 33 1.85%
Germany 1981 - 2013 33 2.79%
Ireland 1989 - 2012 24 1.37%
Israel 1991 - 2013 23 4.26%
Italy 1981 - 2013 33 0.86%
Japan 1981 - 2013 33 3.05%
Netherlands 1981 - 2013 33 1.57%
New Zealand 1989 - 2011 23 0.56%
Norway 1981 - 2013 33 1.46%
Portugal 1982 - 2013 32 0.47%
South Korea 1995 - 2013 19 2.92%
Spain 1981 - 2013 33 0.82%
Sweden 1981 - 2013 33 3.24%
Switzerland 1981 - 2012 32 3.00%
United Kingdom 1981 - 2013 33 1.75%
United States 1953 - 2015 63 2.48%
Full Sample 701 1.16%
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