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Abstract

The validity of ordinary least squares (OLS) estasaof relationships between accounting
numbers and market value made in capital marketares (CMR) using linear, additive
models is questioned. Multiplicative models areuad) to be more consistent with
underlying economic theory for long-lived firms. Auml cross-section and firm-specific
dynamic regression models of market on accountiges are estimated in levels and
returns, using a selected panel of 30 of someefatgest long-lived USA firms over a 50
year period. Multiplicative models of levels dateoguce markedly improved statistical
specifications compared to additive forms. Lagsase shown to be necessary to produce
well-specified models of the relationship betweencainting numbers and market value.
Deflated returns models based on additive modedsshown to suffer from additional
problems of statistical inference. The consequentesing misspecified additive models
of the relationship between accounting numbers raacket value, when data generating
processes (DGPs) incorporate multiplicative retediops, is that the size effect of the
coefficients is misinterpreted. This is illustteising analysis and computational
experiments. Attention is drawn to the importantéhe assumption of homogeneous firm

parameters in cross-section estimation.
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1. Introduction

This paper questions the validity of using adéitilnear regression models of the
relationship between accounting numbers and marikte in CMR. Two common
additive model specifications are compared to aiplidative specificatiort. It is argued
that the multiplicative specification provides axpkanation of the relationship between
accounting numbers and market value for an importéass of large, long-lived USA
firms more consistent with fundamental economiotit&nd empirical evidence.

To test this proposition, a selected sample okpdata for 30 such firms over a
50 year period is used to estimate additive crestiemal and dynamic models of the
relationship between accounting data in levels madket value, similar to those used by
Barth et al. (1998) and others. These are showrbdostatistically misspecified.
Furthermore, specification is markedly improvedabmultiplicative formulation of these
models with lagged variables, similar to the typparted in Alexander et al (2011) and
Cooke et al (2008). If underlying data generatimgcpsses have the same functional
form and parameters are constant, so that the Om&arl cross-section model is
appropriate, and if there is a long-run relatiopdtetween market and accounting values,
well-specified returns regressions must also takefdrm of a cross-sectional version of a
multiplicative error correction model between thgadables. In these circumstances, the
ubiquitous market returns models created by defiathe additive model by opening
market value as in Easton and Harris (1991) mgst la¢ misspecified.

The consequences of misspecification using tlagiad linear model in our firm
sample are illustrated by analysis and computaktierperiments. The slope coefficient
of the accounting variable estimated using an addiinear model, when the DGP is

multiplicative, can be quite different from the @érualue of the real parameter of interest.

% By additive (multiplicative) functional forms weean those forms in which the relationship betwéen t
independent variables and between these and thieterm is additive (multiplicative).



In the case of returns regressions, the additivdeainsuffers from additional problems.
Dividing its variables by opening market value nmakbe returns model statistically
inconsistent with the levels model from which itdisrived. It also produces greater than
assumed risks of incorrectly inferring the exiseerd a significant, but actually non-
existent, relationship between the dependent adépendent variables. Inferential
statistics such as thtestatistic andR?> become unreliable, with non-standard sampling
distributions. Furthermore, using larger samplesestimate the incorrectly specified
models exacerbates these problems. Obviously, Hhs important implications for
inferences made on the basis of the large crogsssof data often used in CMR.

It is not proposed that all firms’ DGPs can be gitetl by a multiplicative form
similar to that described in this paper. Howevey, matter what is the form of such
DGPs, any useful cross-section model of the ralatigp between accounting numbers
and market value of a sample of firms must be dapabproducing valid and reliable
estimates of their average parameter values. Héiness must be some commonality of
functional form for the DGPs of firms in the samgleross-section analysis is to work at
all. If the relationship between accounting numtzerd market value in larger samples of
firms can be approximately represented by a midagle statistical model, as in the
sample studied here, additive models are clearbngir Alternatively, if some DGPs are
multiplicative and others are additive, or are mgeeaerally of still different forms, then
they should not be included without question igéarandomly selected samples with the
expectation that cross-section models will yieltddsand reliable estimates of parameters
of interest.

The next section reviews some prior research inRCiMlevant to the issues
outlined above. Section 3 describes the econonasoréng behind the multiplicative

model of the relationship between accounting nusitserd market value. Section 4



explains the data sources and methods used tosendéie sample data. Section 5
compares cross-section and dynamic, sample estnaaié specification statistics for
additive and multiplicative models of the relatibips between accounting numbers and
market value. Section 6 describes some of the aagdiins of misspecifying

multiplicative relationship between accounting nemsbhand market value by additive
models, assuming underlying firm parameters arestamih. Section 7 summarises the
conclusions of the paper and discusses additiomablgms associated with the
assumption of firm parameter homogeneity, whichiniplicit in much cross-section

analysis in CMR.

2. Related prior research
Kothari (2001) and Richardson & Tinaikar (2003) iesv ‘valuation and

fundamental analysis research’ relevant to this arethe literature. In the now vast
literature using cross-section regression modelh®ftype discussed in this paper, two
are particularly relevant as a point of comparigon the alternative multiplicative
formulation we propose. Barth et al. (1998) apphno#tte problem of how to obtain
meaningful and reliable estimates of the relatigndtetween ‘levels’ of market and
accounting values by formulating a type of modeinmonly seen in the CMR literature,
which is here referred to as an ‘additive lineaivdal. Easton and Harris (1991) use
‘returns’ formulations of similar levels models, which the variables are ‘deflated’ by
dividing through by opening period share price @rket value. The returns formulation
is either used for substantive reasons (i.e., hberast is in market returns rather than
market values) or in an attempt to address a pedeproblem with ‘scale’ in levels

regressions (as recommended by Christie, 1987).

“ Easton and Sommers (2003) take the unusual sigflating by closing market value, claiming tHaist
reduces or eliminates bias in coefficient estimatehese models.



Generic descriptions of models of the type usetheBarth and Easton papers

cited above are, respectively,

My =a;: + bi,tAi,t + U (2.1)
and,
Mi,t R ! Ai,t
Mi’t_l - Cll,t + bl,t Mi’t_l + Wt. (2.2)

Mi is the market value of firmat timet; A;; is a vector of accounting and other firm
specific variables at; the estimates of the parametexsb, a’ and b’ are vectors of
constant coefficients for all andu; andw; are white noise error terms. In cross-section
applications the ‘true’ parameters may vary witin dynamic models the parameters
may vary withi. Usually, one or both of these assumptions undeinqfierence, even
though it may be admitted that their failure caadl¢o inaccuracies in estimation (e.qg.
the ‘scale’ arguments contained in Easton and Sasr003), Barth and Kallapur
(1996) and Barth and Clinch (2009)).

As noted above, the model in Expression (2.1) isallg said to be inevelsof the
dependent variable while threturns regression of Expression (2.2) is associated with
first time differences of market value. Furtherfeliéncing of market value leads to the
concept of abnormal returns, relative to expecedrns. IfA;; is the net book value of
assets, for example, Expression (2.2) regressemgional raw returns on the book to
market ratio. Many variants of these regressiores wged in both cross-section and
dynamic analysis, including forms of Expressionl)2regressing returns rather than
market value (e.g. Fama and French, 1992; KotmatiShanken, 1997; Chen and Zhang,
2007)°

The basic justification for using regression modefsthe relationship between

accounting numbers and market value in CMR is tthey estimate the size of a change

® Dividends, for example, are frequently used taisidgither right-hand-side or the left-hand-sidéath
sides of Expression (2.2).



in the regressand, conditional on a unit changthénregressor. On purely descriptive
grounds, Taylor's theorem can be used to justifjngisa linear model as an
approximation to a more complex non-linear mdd&heory is then needed merely to
identify likely candidates for the explanatory \adoies. More formal approaches attempt
to derive a precise form for the relationship b&mweccounting numbers and market
value from underlying economic assumptions. Amdresé, Ohlson (1995) suggests net
book value and abnormal returns as componentseinvéigtorA;;, but the form of the
relationship implied by the standard interpretagiaf the theory is still additive linear.
Burgstahler and Dichev (1997) and more generallytés et al (2004) develop theories
that imply non-linear forms for the relationshiptween accounting numbers and market
value. However, virtually all empirical models inlgished CMR to date assume that the
error term enters additively, with normality of tleeror term also assumed to allow
inferences to be made about the statistical sicanfite of model coefficients.

Pinning down the form of a generally acceptablensdde, stable relationship
between accounting numbers and market value regressmpirically has proved
difficult. Tests of Ohlson’s 1995 model in its atid form tend to be inconclusive or
negative (e.g. Myers, 1999; Dechow et aB99; Morel, 2003). Studies such as Easton
and Harris (1991) and Easton et @992) evidence variation in estimated coefficient
values and inferential statistics over time in é&aennual cross-sections of data. This has
been taken to imply that parameters in the undeg\dGPs vary over time, adducing an
economic interpretation to the variation in magés and significance of book value and
earnings coefficients (e.g. Collins et al., 199%atB et al., 1998; Francis and Schipper,

1999; Ryan and Zarowin, 2003).

® Econometrically, other interpretations are posshit the approximate linear model is probablyrtiust
common in the accounting literature (Hendry et934).



The absolute magnitudes of estimated parameteficeafs are less discussed
than are changes in their relative magnitudes twer, level of significance and expected
signs (e.g. Chen and Zhang, 2007). This avoidsirdpakith the central issue of
fundamentals, since the absolute magnitude of thefficients is exactly what is
necessary to be estimated in order to understandrtpin of firm value. Studies such as
Kothari and Shanken (1997) and Barth et al. (1998®yide descriptive statistics for
sample averages of relevant ratios (e.g. the madkébok ratio) but the sense of the
magnitude of estimated coefficients relative to tlescriptive ratios is not extensively
analysed, especially in the context of returnsesgons.

It is difficult to get a general impression of theagnitude of the coefficients on
book value and earnings across the studies citthuse they address different issues
and use different variables and models. Howevergxample of how the failure to
consider the absolute magnitudes of coefficienitreges obscures the central issue in
fundamentals research can be seen by considerengdtimates given in Easton and
Sommers (2003). In their model, the accountingore&t; in Expressions (2.1) and (2.2)
contains book value and annual earnings. The aeecagfficient estimates over the
period from 1963 to 1999 for these two regressorBxpression (2.1) are 0.34 and 9.9,
respectively. The sense of these estimates relititree unconditional sample averages of
the market to book and price earnings ratios, &gy, is unclear because there is no
theory relating their magnitudes with one anotlgaven that book value and earnings
may be expected to be correlafedihat is puzzling, however, is the average mageitud
of the estimated coefficients in the deflated mpBe&pression (2.2), over the same period

of time. These are, book value 0.39 and earning8. Apparently, by dividing through

" If book value and earnings are not correlated,vemeld expect to recover the average market to tammk
price earnings ratios in the case of each coeffidi@ssuming the linear additive model is corrext all
relevant explanatory variables are included inntoglel). Neither of the two estimated coefficiemts i
Easton and Sommers (2003) appears to reflect likalgket to book ratios.



the regressors by opening market value, the relathportance of a change in earnings
compared to a change in book value has fallen tagtar of over six. It is not clear why
the magnitudes of the coefficients should be alténethe deflation process. If the model
is correctly specified they should not be affected.

Misspecification is suspected in such regressiodatsobecause of uncertainties
of the type just described. The most commonly noeetil possible causes of
misspecification cited in the CMR literature are rretated omitted variables,
heteroskedasticity, influential variables, outliersd a ‘scale effect’ (e.g. Kothari and
Shanken, 1997; Kothari and Shanken, 2003; Barthl.et1998; Easton and Sommers,
2003; Barth and Clinch, 2009). The acceptance oetaied omitted variables, as being a
key reason for misspecification, is one of the maasons CMR researchers perform
sensitivity tests on coefficient estimates by idahg and excluding different variables in
their models. Heteroskedasticity is usually deathvioy tests and adjustments, such as
those recommended by White (1980). Influential alsles and outliers are a particular
feature of deflated models due to the distributigoraperties of ratios. The former may
be identified, for example, by using studentisesideals (Easton and Sommers, 2003).
Outliers can be treated by Winsorisation (e.g. lédthnd Shanken, 199%).

Attempting to cure misspecification in the waystjdsescribed, can, especially if
done piecemeal and without consideration for thssimbe effect on the distributional
properties of the inferential statistics that asedito determine if a model is sound,
especiallyt-statistics and? (e.g. Brown et al., 1999), obscure true relatigrskand lead
to a proliferation of different explanations th&aoge with each new sample of data. This

is likely to occur, for instance, if variables aéded to a model in ad hocfashion to

8 Recently, tests comparing different models on & sof econometric criteria have been used to
support model choice (Chen and Zhang, 2007). Alghaoot misspecification tests as such, encompassing
tests are useful measures for informing choice éetwalid models but they are not much use if rafne
the models compared are valid.



address the possibility of correlated omitted J@da. Heteroskedasticity may be
apparent, rather than real, caused by substantisgpetification in the functional form
of a modeP Superficially dealing with heteroskedasticity bsing adjusted-values may
encourage accepting an estimate as statisticailyifiant when it is, in fact, not an
estimate of the parameter of interest at all. Eating influential variables and outliers
supposes that the extreme observations are unegpaéise of the population of interest,
which may result in throwing out informative da¥ahy, for instance, might researchers
dispose of observations as outliers when the dat&ransformed by deflation, when prior
to the transformation they are retained in a meéeiting a similar hypothesis?

The issue of scaling, as discussed by Barth andaplad (1996), Easton and
Sommers (2003) and Barth and Clinch (2009), andfdbas on qualitative indications
and significance tests in Chen and Zhang (200uktiate the lack of clarity in the
literature about misspecification in regression sied Size or scale has long been
supposed to be a problem in regression modelseofatationship between accounting
numbers and market value (Fama and French, 1992y @hd Zhang, 2007). Barth and
Clinch (2009) believe that the problem can be askié by searching for deflators that
eliminate an underlying factor that scales regnesswiables. Easton and Sommers
(2003) consider that scale simply is market valné #hat using the latter as a deflator
eliminates scale by definition. Yet the scale peablcannot be a problem simply with the
size of the explanatory variables. It is a basat & regression analysis that variability in
regressor values is a good not a bad thing, fraptint of view of acquiring estimation
precision. If there is something wrong with sdalehis sense, therefore, it is symptom,

not a cause of the problem.

° Real or ‘true’ heteroskedasticity is a propertytaf model error term. It leads to inefficiency bot bias
and inconsistency. Misspecification, for instangecbrrelated omitted variables, leads to biased and
inconsistent estimates, not simply inefficient ones



Specification tests of models should be comprelkenscovering as many
assumptions of the maintained regression modeloasilde. This means testing for
autocorrelation and normality of residuals, as vasllheteroskedasticity, and performing
tests of functional form and parameter constancydynamic modelling, cointegration
between the market and accounting variable isalscial point to check. In particular,
it is important to check that cross-section moaeésconsistent with the DGPs generating
the data used in the cross-section analysis.

We adopt this comprehensive approach to testingpleeification of the additive
linear models in Expressions (2.1) and (2.2) follay the approach to dynamic
modelling detailed in Alexander et al (2011). Theults are reported in Section 5, after a
more detailed account of the statistical methodsigee In the next section we provide a
theory to explain why we believe additive modelsrad form the basis for an accurate

description of the relationship between accountingibers and market value.

3. Theory

It is questionable if the assumption of an additivear model discussed in the
previous section is reasonable in the context efgicing of financial securities. Most
empirical and theoretical evidence suggests tlsageaurity prices increase, their variance
increases, and that their distribution is approxedaby the lognormal distribution (e.g.
Black and Scholes, 1973). Consequently, it is @htto ask what part accounting
information might play in generating market valuést have such characteristics in
theory.

The approach we take to answering this questidiased upon market value being
the aggregate of two causes: accounting effectghioh there are possibly short, as well

as, long-run elements; and a short-run tradingcefta the volatility of market value

10



reflecting other information impacting on the demhand supply of shares in the stock
market. As in fundamental economic theory, we asstimat in the long-run, financial
market returns equate to underlying real accountetgrns (Miller and Modigliani,
1961). Consequently, the long-run effects of ourdetaare captured in the accounting
component and the non-accounting, short-run efeetsentered on zero.

A simple functional form for the long-run relatidng between accounting numbers
and market value of thi& firm in periodt, compatible with lognormal market value and
the above assumptions is,

M;, = fi,t(Ai,j,t)wi,t (3.1)
wheref; .(4;;.) is some valuation function of accounting variablesAy;, w;;
representing identically and independently distebluresidual effects with a median
value of 1, and botlf; .(4; ;) andw;; are lognormal. For the rest of this paper, we make
the constraint that the functional formfaf constant across firms and over time, so that
thei andt subscripts can be dropped.

As an approximation to the process generafi(y; ;.) that will conform to the

requirements specified for Expression (3.1) we m&sa weighted geometric averagenof

accounting levels variables j ;, j = 1 ton, and for alli andt,
Bij,
M, =k, (Hj Al-,j,jtt) wj ¢ (3.2)
wherek;; is a scaling facto2;3i;; = 1 and eacHd; ., for any set of accounting variables,

is generated from a joint lognormal distributidd., in the long-run relationship (3.2) is

Bijt

therefore lognormal, assuming(A; ;:) = ki, (Hin,j,t) and w;, are independent, as

required by the assumptions of OLS.
The long-run market-book relationship in ExpressiqB.1) and (3.2) gives a

straightforward interpretation of the model varegbhs combining multiplicatively, with

11



an error term that behaves ‘intensively’ magniftedscale. The form is similar to the
Cobb-Douglas production function in economics (Cabk Douglas, 1928). If it is well-
specified and the data are positive, the modelbeaastimated by OLS by taking logs of
the variables in the model, as detailed in the sextion. Log transformations are used
routinely in specific anéd hoccontexts to achieve particular outcomes in CMR. (&
make a variable appear more Gaussian) but the simygbedient of transforming all
variables to logs is not common.

Due to time delays, the disclosure of accountirfgrmation data could act as a
filtration on the hypothesised diffusion processiesreasing the likelihood that the
presumed long-run effect of accounting on markétes represented by the coefficient
estimates;; andf; in Expression (3.2), may actually embody short-etfects. If such
iIs the case, lags on the model variables may baireghjto provide the stationary
properties necessary for valid assessment of lang-short-run effects. A great deal of
empirical evidence shows that relationships betwaetably transformed time series of
data in economics are often statistically well-sjpeet by an autoregressive distributed
lag (Hendry et al., 1984). This suggests that #hationship between accounting numbers
and market value for th&" firm should in the first instance be checked fmd, i.e., be

specified as

M-‘ — ltM(XLt l_[]( ﬁl_]t ﬂl]t 1)wi’t (3'3)

it—1 i,jt l]t 1
Here, the terms are as in Expression (3.2) @pds an autoregressive coefficient. It is
assumed, for expositional purposes and for reasbapplicability to the present case,
that single lags on the market and accounting bkesaare sufficient to produce a white
noise error term. It is well-known that Express(8(8) in the time domain and assuming
it is well-specified, entails an error correcti@bationship betweeN;; andA;;. The error

correction model form for Expression (3.3) is theltiplicative returns formulation

12



. A
M e I Aoy * 4je \Prit
t S, . 20 W;: 3.4
H] Ai,j,t—l it ( )

where the term in the first parentheses repredetsmbalance in last year’s long-run

relationship between market and an accounting v#iae ‘error corrects’ the market

Pijt-1

value to its long-run equilibrium valug; ; ]_[j Aijt_1 at that date. The long-run

parameters are defined by the original ‘short-rparameters in Expression (3.3) as
Kit = ki,t(l"“i't) and gij: = (BGijt + fij+1)/(1-a@ir). The error correction coefficient;; is
defined as (k;). In a CMR context the long-run parameters meatweyermanent or
persistent impact on market value of fluctuationghie accounting variable.

In the cross-section, estimating the slope caefiicin Expression (2.1) does not
provide an estimate of the accounting responseficeett, if Expression (3.3) is the
correct common form of the firm DGPs. Estimating2j2in the same circumstances
creates an extraneous constant term and confuedsrgh error correction and long-run
effects in the estimates of the slope coefficielistimates of the overall accounting
‘response coefficients’, the parametdosand b’ in Expressions (2.1) and (2.2),
respectively, are biased and inconsistent. Thelerehces are not trivial. They have
obvious policy, as well as, academic implicationge assess the statistical validity of the
multiplicative model, relative to the additive mb@des an accurate description of long-
lived firms in Section 5.

The empirical hypotheses to be tested in Sectianttb respect to both levels and
returns may be summarised as follows. Hypothesi3rdss-section and dynamic additive
linear models, as represented in Expressions @hdl) (2.2), estimated on samples of
large, long-lived US firms are statistically missgped; Hypothesis 2: Cross-section and

dynamic multiplicative models, as represented ipregsions (3.3) and (3.4), estimated

13



on samples of large, long-lived US firms are natistically misspecified. The data and

methods we use to test these hypotheses are disicnsst.

4. Data and method

This section of the paper describes the data aatistatal methods used to
estimate and test the specification of the crosieseand dynamic regression models of
the relationship between accounting numbers anétehaalue reported in Section 5. The
sample data are selected, non-randomly, from Cotaptges to include firms that
approximate the long-lived firms assumed in thethalescribed in Section 3. All have
31 December financial year ends. At the time thepda was first obtained (2001) these
were all the firms from the Standard and Poor's P$&00 that had historical data over
the 50 year period with no missing values. Giveat they all existed over the 50 year
period we consider them to be ‘survivors’. The titgrof the 30 firms in the sample is
evident from the Tables later in the paper (e.dpld4d).

The three variablegyk;, B; and E; used in the models are as observed at the
balance sheet date of 31 December. Market visluis calculated as the common share
price at the financial year end multiplied by thenber of outstanding shares at the same
date. These are raw data, unadjusted for splés, the values that would have been
observed in the share markets at 31 December imzar. Reported book value of net
assetd; is the ‘Common Equity’ data field in Compustat.p@ded accounting earnings
E; is Compustat’'s ‘Net Income’ variable. The accoogtvariables are as reported in the
annual balance sheet date of 31 December. Theisitpf the data fields makes it easy
to replicate all of the estimates reported in gaper. More specific information about the

sources of data is given in Table 1.
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[INSERT TABLE 1 ABOUT HERE]

Both cross-section and dynamic models use starfda®&l estimation, inferential
and diagnostic techniques. A summary descriptioin®fof the Augmented Dickey Fuller
(ADF) tests for unit roots in the dynamic modelsdawof the lesser-known
misspecification tests are contained in Table 2. dretails are contained in Alexander et

al (2011).

[INSERT TABLE 2 ABOUT HERE]

The multiplicative models of market value and markgurns in Expressions (3.3)
and (3.4) can be estimated directly using non-lirteahniques or with OLS by taking
logs of the variables. The latter approach is usszhuse it provides easy access to well-
tried estimation methods and standard inferentia specification tests. This requires,
however, that the data points are positive. Outhef1,500 data points from the entire
period of analysis, there are five and sixty ins&mnof negative book values and earnings,
respectively. In such cases the log values corretipg to these negative values are set to
equal -10.

With positive data, Expression (3.3) is transfornretbgs to

In(M;,) =In(k;) + a; In(M;—y) + % Bij e In(Aije) + 2 Bije-aln(A; jr-1) + In(w;,) (4.2)
and the returns error correction formulation in Eegsion (3.4) to

In(AM; ) = ¥; BijeIn(44; ) = A {In(M;r—q) — [In(ki ) + 010 T In(Ayje—1) ]} + In(w;).  (4.2)
If Expression (4.1) is statistically well-specifiedLS in a dynamic regression produces
consistent estimates of its parameters with a imabe estimate of the autoregressive
term reducing as the length of the sample periodtemses. Running the ‘static’
regression, i.e., Expression (4.2) over time withamwy lagged variables, gives consistent

OLS estimates of the long-run parameteasidp. However, these estimates are biased at

15



finite sample lengths. Consequently, it is safentdude lagged variables in the dynamic
specification of the relationship between accountmmbers and market value than to
exclude them.

As explained in the previous section, if all firn&Ps in the sample have the form
of Expression (3.3) with stable parameters oveetand if the other assumptions of OLS
are valid (this requires identical parameters fbr fiams) cross-sectional forms of
Expressions (4.1) and (4.2) should return estimatethose parameters with the same
expected value as the average dynamic estimatesylped only by random variation.
More realistically, if the variation in DGP paramet across firms is sufficiently small,
this result will continue to hold to an approxineetj in that the average cross-section
estimate is then close to the average dynamic asinin such circumstances, therefore,
which we will refer to as the ‘homogeneous parametase, it is possible to reliably
assess the dynamics of the relationship betweeyuating numbers and market value by
cross-sectional means alone. This is the case assimmost cross-section work in
CMR.

Virtually nothing is known about how small ‘suffesitly small’ needs to be to
produce acceptably close estimates of averagebeopdérameters of interest in cross-
section models having the form of Expressions (drid (4.2). More is known about the
likelihood of the cross-section, restricted, stdtiem of Expression (3.3) and its log
transformation, Expression (4.1), yielding unbiagstimates of the average long-run
effect in levels of market value (e.g. Pesaran &ndith, 1995). Recently, ‘random
parameter’ models have been estimated using sietblaaximum likelihood and other
technigues in panel data contexts (e.g. Greene§: 2Z8R-43 and 619-23). Even here,
though, it is assumed that there is a common fanatiform, like Expression (3.3) for all

DGPs in a sample.
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In this paper, since we use OLS, our estimatesnassconstant parameters
between firms and over time. However, the estimmatesults can be assessed to see if
these assumptions are reasonable in the contekteofample. We do this in the next

section.

5. Misspecification in linear additive models oflevels’

This section examines the sample data to teshypetheses stated at the end of
Section 3. We first consider the visual patternshim data to demonstrate that these are
consistent with the assumptions of the theory dlesdrin Section 3. Then we report the
results of diagnostic tests of the additive andtiplidative models of the relationship
between accounting numbers and market value shawatprmer are misspecified.

Figure 1 provides views of time series patternavarages, across the 30 firms, of
market value, net book value and earnings. Alsavshis the geometric mean of book
and earnings displaying clear evidence of an exmttadegrowth pattern over the 50 year
sample period (Figure 1, left). In the figure (tighwe also exhibit corresponding
histograms of the relative frequency distributiofeir patterns well-approximate

lognormal distributions.

[INSERT FIGURE 1 ABOUT HERE]

Figure 2 shows the cross-section relationshipgvdet market value and three
sets of accounting values based upon time averdgtdfor each individual firm. The
cross-section relationship between market value #m& accounting variables is
approximately linear, whether or not the varialdes transformed to logs. The impact of

growth in the DGP of these variables is seen in thess-section byapparent
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heteroskedasticity in the scatter plots of marka&tue with the accounting regressors

(Figure 2, top row).

[INSERT FIGURE 2 ABOUT HERE]

The patterns in the average data are represemtafivthe individual series,
whether this is over time by individual firms ortime cross-section by year across firms.
Time averaging subdues the impact of heteroskeitysin the cross-sectiolf. The
appearance of heteroskedasticity in the untrangdrmumbers and its disappearance
when they are logged is more obvious in the andatd. This is true of virtually every
one of the 50 years in the sample.

Figure 3 displays histograms of the raw and lotp,daveraged for each firm
across time, for each of the variables. The rawa dae more skewed and the log
transform gives a more normal shape to them. Thierpa satisfactorily approximate the

lognormal and normal distributions, respectively.

[INSERT FIGURE 3 ABOUT HERE]
Barth et al. (1998) modelled ‘levels’ relationshi between market and

accounting values as follows,

Mie = ki + Bi1,eBit + BiztEir + & (5.1)
Mi is market value anB;; the book value of net assets of firmt timet, E;; is annual
earnings of firmi duringt andt-1, andg is a white noise error term. The result of using
this model and generate statistically reliablenestes of coefficients is shown in Table 3,
where it is applied in the cross-section to thefiB@s in our sample in each of the 50

years.

1% The long windows used in Easton et al. (1992) abbphave this effect.
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[INSERT TABLE 3 ABOUT HERE]

In many years the coefficients test as being stiedilly significant, sometimes
highly so. TheR? are invariably high, usually above 70% and ofteard0%. However,
the coefficient estimates fluctuate from year tary®ften changing sign. Such instability
in coefficient estimates could be an indicatioraahisspecified model rather than being
due to underlying systematic factors generatingdda. The diagnostic statistics in the
last three columns of Table 3 confirm that, as aleh@f the data, Expression (5.1) is
statistically misspecified.

Estimating Expression (5.1) as individual fitnime series (dynamic approach)
produces the same statistical indications of misfipation (see Table 4). Thus, based on
the frequency of flagging significance of the sfieation tests, Hypothesis 1 cannot be

rejected.

[INSERT TABLE 4 ABOUT HERE]

Running Model (5.1) in logs,

e pBivt pBiz,
Miy = eB; M E; ™ g (5.2)

i.e., implying a multiplicative process produces thsults shown in Table 5 for the levels
approach. Now the coefficients show a more stabte @nsistent pattern, summing to
approximate unity in each year. Book values in@eflasm negative to positive values
during the sample period and the coefficient omiegs falls from values mostly in
excess of 1 until 1980 to mostly small positiveues after 1990. Earnings are more often
statistically significant in the early years andokan the later years but that feature is

affected by the closeness of the coefficients to redifferent years. The diagnostic tests
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flag misspecification in the model no more than mige expected by chance (at the five

per cent level).

[INSERT TABLE 5 ABOUT HERE]

Dynamic regressions using the log-form of Expr@s$b.1) produce specification
statistics that appear to show a well-specified ehddowever, in this case an additional
test for non-stationarity of the residuals is reedito be confident that the long-run
relationship between the market and accountingbes is not spurious (e.g. see Greene,
2008: 756). ADF tests flag non-stationarity in Zlthee 30 firm models (see Table 6, last

column). Adding a single lag for each variable toddl (5.2),

Mye = e Myt Bl BN E U o, (5.3)
including the dependent variable, cures the probténmon-stationarity. The resulting
model is well-specified and provides statisticaldemce of a non-spurious, long-run
relationship between the market and accountingegalidypothesis 2 also, therefore,
cannot be rejected.

[INSERT TABLE 6 ABOUT HERE]

Given that there are sixty occasions when theofogegative earnings is replaced
by a near zero positive value, we check the rolasstiof the misspecification statistics in
Tables 3 to 6 by comparing them to those produgethddels in which book value is the
only independent variable. In this case the sjsatd# replacing log book value by -10
occurs only five times. However, the incidence a$specification remains noticeably
higher in the additive model, despite the introthucf a lag on book value, see Tables 8

and 9 in the Appendix. Consequently, the presence of negative earmiogs not affect

our conclusions regarding Hypotheses 1 and 2.

! Omission of a lag on book value as in (5.1) furihereases the number of flagged misspecificatsts.
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6. Discussion

The clearest evidence for multiplicative models tbé relationship between
accounting numbers and market value lies in theamgm heteroskedasticity seen in
scatter plots of cross-sections of market and adouy levels data (Figure 2). The figure
shows the sample average market and accounting [data forall firms in the sample
show similar patterns. The heteroskedasticity carekplained as the consequence of
misspecification of a multiplicative model by andéd/e model. It causes bias and
inconsistency in OLS estimates not just inefficignas would be the case of true non-
spherical disturbances of the error term in a i=go® model (see Thurshy, 1982). This
point is demonstrated in the following.

Assume that data are generated by the simplepticétiive process

M; = kA;wy, (6.1)

where the variables are as previously defirkeid, a scaling parameter and, in particular,
a is lognormal LN(0,1). Then the expected OLS estanat the slope or response

coefficient derived from a model incorrectly usiagpression (2.1) is

E{b} = kE{w,}, (6.2)
1 1
wherekE is the expectation operator. In this case, sitfee} = e(139%) — 3 = 1.65,
E{b} = 1.65k. (6.3)

Thus, if we assumkto equal 3, for example, wrongly using Expresgi®i) to estimate
Expression (6.1), we obtain an estimate of theamsp coefficient of changes in market
values to changes in accounting values of ~4.9%s Dias is substantial and is not
alleviated by increasing the sample size.

The consequences of such misspecification foreniee and why large samples

might produce misleading confidence in incorresufts are illustrated in the results of a
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computational experiment mirroring the situationsatéed above. Figure 4 shows
histograms from a Monte Carlo simulation experim@xperiment 1) in which data are
generated from the distributions with the paransetkascribed in Table 7, Panel A. The
sampling distributions for the coefficients andeirgtial statistics of the incorrectly
specified linear additive model are highly skewedd docated near to 5 for the

distribution of possible slope values.

[INSERT FIGURE 4 AND TABLE 7 ABOUT HERE]

Despite the quite different conclusions that migkt drawn from Expressions
(2.1) and (6.1) about the relationship of marketi¢oounting values, thestatistic on the
slope coefficient in the former model is signifitat least at the 5% level in samples of
30 firms approximately 35% of the time. In sampdés800 firms, the slope coefficient
continues to remain significant at about the saewell The between sample variation in
the inferential statistics diminishes with increhsample size but is large, even in sample
sizes of 300 firms, producing the impression oftable coefficients. The average sample
value of thet-statistic for the incorrectly specified model dege upon the particular
values of the parameters of the underlying DGP doebs not diminish with increases in
sample size, as would happen with a correctly sipdcmodel. Therefore, if that value
happens to be in excess of a chosen critical ltmat risk of being wrongly convinced that
an incorrect model of this form is correct will )rase with the size of the sample. If a
model is misspecified, therefore, large samplessae not always beneficial.

If, as in the case of our sample, Expression (&8{s as being a well-specified
model of the data, dividing Expression (2.1) Myto give Expression (2.2) provides an
approximation to (3.4) - the error correction ‘meisi form of Expression (3.3). The

approximation is caused /M., being close to unity, due to the high serial datren
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betweenM; andM:.1. M/M.; is therefore close to its log value. OLS calcidae estimate
of M/M.,, i.e.,a + bA/M; that is also close to unity, so that this alsolase to its log
value. Additionally, on the assumption thatandA; are, in fact, jointly log-normal, then
both M/M; and A/M..1 are log-normal. Further, log-normal distributionsth these
characteristics have shapes similar to a normadtildision. Consequently, Expression
(2.2) may appear to be well-specified, becausantios the log form of Expression (3.3).
However, the interpretation of the coefficientsBrpression (2.2) should then be the
same as for the log form of Expression (3.4). Theoanting response coefficient in
Expression (2.2) is ndi but turns out to be a function eafandb. This observation is
generally consistent with the order of the publisparameter values estimated using the
deflated additive linear models of the relationsbgtween accounting numbers and
market value (e.g. Easton and Sommers, 2003).

To these potentially inappropriate interpretatiohshe coefficients in Expression
(2.2) must be added the possibility that it omif®imation in the lagged value Af. If it
does so, short- and long-run effects of accountimgnarket value are ignored, so that,
even if an otherwise correct interpretation is givie the coefficients, misleading
conclusions about permanent and transitory effet&ccounting for market value may
be drawn.

An additional problem with using Expression (2t@)draw inferences about the
relationship between accounting numbers and mar&kte is its propensity to create
spurious relationships between the dependent atependent variables in the model.
The root cause of the problem is simple: if twoependent random variables are divided
by a third, common random variable, correlationsynh@ established between the
resulting ratios that, in a regression analysiwé ratio on the other, may give the

incorrect impression of a systematic relationstepieen the original numerator random
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variables. That this concern about validity of theodel in Expression (2.2) has
potentially serious consequences is illustrated bgcond simulation experiment.

The main parameters of the second simulation @xeet (Experiment 2) are
described in Table 7, Panel B. This experiment ypced three random walks. Orié;,
interpreted as market value, is generated to bepedent of the other two. The second
and third, B; and E;, interpreted respectively as book values and egsnialthough
unrelated tdVl;, are related to each other. The starting valug of the first period is 5%
of the value of the starting value Bf OtherwiseE; is a simple random wall; = E..1 +
&, where the error term is a standard, white noise procedss calculated aB;.; + E; +
V;, wherev; is also a standard white noise process. This eefim ‘stochastic clean
surplus’ relationship betweeB; and E;. Lagged values oM; are used to deflate all
variables. ThemM{/M.; is regressed oB/M:.; andE/M;.; in accordance with the form of
Expression (2.2).

Estimating this model produces an intercept tenat ts significant 95% of the
time, which might be expected. However, it alsodoies wildly fluctuating parameter
estimates for the earnings and book values coeffisiwhich, although centering on their
true values, have significatistatistics at the 5% level between 25% and 30%etime,
on average. The average valueRffor this model is 44%. This is despite the facttth
neither regressor is related to the dependenthMari&igure 5, top row, shows the erratic
time sequence behaviour of the coefficient estimatel their associated inferentiand
R? statistics. Figure 5, bottom row, displays somehef sampling distributions of these

statistics, illustrating their non-standard forms.

[INSERT FIGURE 5 ABOUT HERE]
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Expression (2.2) may in any given situation, ccityemodel to some degree of
approximation, the relationship between returns accbunting numbers. However, the
deflation adjustment makes it difficult or impodsibto identify if the estimated

relationship is real or spurious.

7. Conclusion

The empirical results in Section 5 and the disouss Section 6 demonstrate that
reported connections between market and other wsalnecross-section regression
analysis ought to be treated with caution. Appdyestrong, though intermittent
relationships appearing in regressions of the gyfevn in Expressions (2.1) and (2.2) are
unreliable unless supported by rigorous diagnoggsting and examination of the
possibilities of artificial statistical relationgis that are artefacts of technique. It is also
important to investigate the underlying dynamicattdrive the DGPs of each set of
individual observations, to appreciate what crasdien parameter estimates are likely to
represent, as some kind of average of the sampitavést.

We have assumed existence of a common form of DG#e firms of our
sample. This is consistent with the empirical emereported in Section 5. However, we
have also assumed that the parameters of these B@Psomogeneous, in the sense
defined in Section 4. The accuracy of this assunptffects the reliability of OLS
estimates, even if these are made with otherwidel, vevell-specified cross-section

models. We examine the effect of parameter hetemgein Falta and Willett (2009).
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Table 1

Definitions and sources of data used in empiricadiefs.

Data

Sources

Earnings, dividends and
book value of net asset

As defined by Compustat annual data item numbei®AA21 and A60
[respectively. Sources: Compustat tapes: 1955-1988gent Online 1999 to
"2002; Company website 2005.

Market value

Defined as share price at fiscal year-end (A199}iplied by the number of
shares outstanding. Sources: Compustat 1955 tg £288stream 1999 to
2002; Company website 2005.

Table 2

Statistical tests for misspecification and unittsoo

Test

Reference

Comments

RESET

Ramsey (1969)

Test null of correct specification against alteivet
that squares of estimates of the dependent have|bee
omitted (as per Hendry and Doornik (2001: 263).

Heteroskedasticity

White (1980)

Tests null of unconditional heteroskedasticity ags|
alternative that the variance of the error progess
depends upon squares of the regressors as wélkk as t
regressors themselves. Hendry and Doornik (2001:
262).

Autocorrelation

Harvey (1990)

F-test form for unconditional autocorrelation. Nyl
hypothesis is of no autocorrelation of residual
Hendry and Doornik (2001: 260).

Normality

Doornik and Hansen
(1994)

x’-test. Null hypothesis is normality of residuals.
Hendry and Doornik (2001: 261).

Autoregressive
distributed lag

Dickey and Fuller (1981)

ADF tests with constant. Null is non-stationarify.
Hendry and Doornik (2001: 230-1).
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Table 3

Cross-section models, estimated using Expressid, or 30 firms based on yearly data from 1952Q04.
Specification tests (cf. Table 2) indicate statatsignificance at the 1%-level (**) and 5%-le&l.

Specification tests

vear| ko pK® B pB) B PB)| R | \omaity HEEO  peger
skedasticity

1955 -258.08 0.17 8.18 00 -1512 001 053 ** o **
1956 14596 035 -1.03 068 2131 010 0b3 ** ** **
1957 18396 031 004 099 1291 030 0.B7 ** ** **
1958 3246 080 -4.31 0.0 5457 oo 0.97 w* o o
1959 41236 015 -436 021 4537 003 0p9 ** ** **
1960 33418 039 420 014 -10.02 0%4 oOf1 ** ** **
1961 84687 008 -7.35 010 6758 002 O0f7 ** o **
1962 -11591 074 6.33 00 -1473 005 087 ** o **
1963 -3.13 099 551 001 -838 035 0.88 ** **
1964 80.70 0.80 375 001 146 049 0.94 ** ** **
1965 23951 052 748 00 -1341 001 0.4 ** o **
1966 -58.24 0.89 9.02 0.0 -31.14 oo 0.5 ** ** *
1967 55559 057 474 036 -7.29 040 0.6 ** *k **
1968 1100.60 0.21 -5.38 023 4749 006 O0f2 o ** **
1969 1085.76 0.33 -444 034 4406 011 0p2 ** ** **
1970 -717.00 0.01 028 024 3322 o0 0.B7 ** *k **
1971 33926 073 513 007 -11.32 047 oO0f4 ** o **
1972 38168 075 896 003 -31.58 016 0[O ** **
1973 692.16 047 841 004 -33.72 0J0 0p4 ** **
1974 -1.78  0.99 -0.60 00 16.71 op 0495 *
1975 13894 049 -0.64 0.0 20.32 ojo 0.98 * *
1976 29792 070 361 003 -643 041 0.6 ** *k *
1977 46566 064 -0.12 095 967 031 0.7 ** o **
1978 2049 001 -6.89 0.0 40.53 ofo 0.5 o o **
1979 -110.40 079 -3.55 0.0 28.76 ojo 0.94 ** ** o
1980 -381.92 025 1.00 00 611 0j0 0.96 w* o
1981 -87.19 083 049 00  6.60 op 0493 * o -
1982 -11991 076 035 001 11.26 oo 0.p8 ** *k *
1983 1598.73 0.10 -1.55 0.01 1849 go 0.p3 ** ** **
1984 1906.3 0.03 -1.81 00 17.58 0j0 0.94 ** ** **
1985 2040.49 0.05 -2.04 0.0 2345 oo 0.p4 ** *k **
1986 111241 0.14 -1.48 0.0 24.42 oo 0.5 * o
1987 -789.01 050 -1.47 0.0 2217 0jo O.Eg ** o
1988 -319.54 0.80 -1.88 0.0 2245 ojo 0.89 - o -
1989 194225 029 -053 018 1522 go ofs ** **
1990 408839 0.02 067 00 673 ojo 0.80 - o
1991 2398.78 0.38 207 0.0 11.03 oo 0.f5
1992 9285.60 0.01 1.75 00 027 0.44 0.8 *
1993 3088.13 0.20 2.88 0.0 436 ojo o0.y9 ok *
1994 1917.47 045 1.10 00 961 0j0 0.80 w* o
1995 6057.41 0.19 0.08 096 1285 001 0p4 ** ** *
1996 5476.47 026 -1.44 023 23.74 go of9 o *
1997 6201.38 046 258  0.12 1354 001 089 o -
1998 114451 0.88 151 029 27.34 go o0.p6 *
1999 | -18,183.20 0.14 7.50 00 978 011 09 ** * **
2000 1231.95 092 056 074 30.08 go ofs **
2001 603.82 094 4.02 0.0 12.85 ojo 0.90 *
2002 | 13,15240 0.01 146  0.02 1242 g0 olpo ** o
2003 3106.86 0.57 2.98 00 702 041 op1 **
2004 5487.93 023 127 001 1298 go 0.b4 ** *
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Table 4
Dynamic models, estimated using Expression (5dt)30 firms based on data from 1955 to 1994. Compable 2 for details
on specification tests.

Specification Tests

Firm K Pk B pB) B PB)| F Auto- Normality Hetero-  -crr
regression skedasticity

Abbott 19722 0.69 -1.89 024 2419 0.0 0pe ok w* e
Bausch -102.31 012 3.02 000 -0.10 o.js 0.50 ok b *
Baxter 24031 014 196 000 074 048 0.E3 o ok o *
Bristol 83553 021 273 0.01 1020 0.Q0 0®p4 wox b wox b
Coca 860.79 056 -4.03 0.02 3351 000 081 ok w* e
Cola
Colgate -643.18 0.08 260 000 533 0.8 0[4 * ** ok *
Cooper -10225 036 195 000 060 049 0p2 * * b *
Corning 369.37 019 285 0.00 -527 0.0 0.E7 ** * L
Du Pont 4383.16 001 149 0.00 -1.60 043 0k2 ok * o *
Eaton 21663 016 1.99 000 -056 0.63 0J3 ok b ok
Gener_al -1022.09 050 405 000 -6.86 042 083 ok ok **
Electric
General 1944440 000 002 085 012 062 0lp1 ok * *
Motors
Geqr_g|a 58473 0.01 158 000 -1.82 0.8 0[5 o
Pacific
Gillette -859.44  0.03 1.91 0.04 19.87 0.0 0f8s5 o i o
Goodyear 74050 0.09 086 000 -0.05 046 Op9 o *
Hercules 480.03 002 1.07 000 -0.16 O0.48 oh7 ** b
Ingersoll 21373 019 147 000 -079 052 o.mz ** b ok
IBM 16694.10 000 1.13 000 280 000 ols ok *
International 21519 033 128 000 -1.90 0.03 09 ** ok **
Paper
Johnson & 20097 0.81 230 0.05 1046 0.2 080 ok w* ok *
Johnson
Lilly 2784 095 224 000 775 041 0f1 o * *
Merck 937.22 024 -3.03 000 3000 0.0 0}b4 ok **
Motorola 51062 0.17 0.60 020 17.78 0.0 094 ok ok **
Pfizer 62539 043 222 005 895 0J2 o0J9 ** * ok *
Raytheon 4737 067 130 000 371 004 0.6 * b
Rohm 8893 053 248 000 -249 040 of8 b * o
Schering 26897 030 -0.90 005 1899 0.0 0M4 ox * o
Tektronix 14475 026 120 000 -042 041 o1 o * o
UST -29.61 0.88 150 0.00 -1.09 0.3 0.p9 ok hd
United . -126.01 0.34 0.03 098 1785 0.Q0 083 wox b wox
Technologies
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Table 5
Cross-section models, estimated using Expressi@), for 30 firms based on yearly data from 1952@064. Specification tests (cf.
Table 2) indicate statistical significance at thé-tevel (**) and 5%-level (*).

Specification tests
vear k PK) A pB) B P R Normality Hetero-  peseT
skedasticity

1955 2.43 00  -0.03 086 112 olo 0.97,

1956 1.71 0.0 0.30 011 083 ojo 0.95

1957 1.84 0.01 0.13 064 101 qo 0.92

1958 2.83 00  -0.08 072 119 olo 0.95

1959 3.60 00  -047 013 156 ojo 0.93

1960 3.68 00  -0.37 018 141 ojo 0.91

1961 4.07 00  -0.37 002 1.38 olo 0.96

1962 3.44 00  -0.28 014 131 olo 0.96 *
1963 1.48 0.01 0.69 00 0.39 ojo 0.90

1964 3.88 00  -052 003 156 0j0 0.96

1965 4.12 00  -0.56 0.04 157 ojo 0.94

1966 3.61 00  -0.37 030 136 ojo 0.87, *
1967 3.72 00  -0.22 037 112 ojo 0.89 *
1968 3.68 00  -0.18 048 114 olo 0.90

1969 3.79 00  -0.31 040 128 ojo 0.82

1970 2.38 0.0 0.13 050  0.98 ojo 0.89

1971 1.65 0.01 0.85 00 0.3 olo 0.82

1972 4.28 00  -057 015 156 olo 0.86

1973 4.22 00  -0.73 0.18  1.69 ojo 0.79

1974 2.47 0.01 -0.27 049 135 go 0.80

1975 1.51 0.02 0.49 0.02 056 0.01 0.87

1976 0.60 0.21 0.99 00 0.04 012 0.90

1977 2.73 00 -0.16 048 114 ojo 0.93

1978 2.77 00  -031 028 130 olo 0.91

1979 2.67 00  -0.19 051 115 0j0 0.87,

1980 0.74 0.35 0.93 00 005 015 0.76

1981 1.88 0.01 0.53 001 035 0.04 0.80

1982 1.08 0.14 0.89 00 005 0.4 0.8

1983 1.37 0.02 0.86 00 006 0.05 0.86

1984 222 0.0 0.43 0.0 047 oo 0.91 *
1985 2.35 0.0 0.35 0.02 059 ojo 0.89

1986 2.78 0.0 0.47 001 038 0.02 0.79 o
1987 2.84 0.0 0.26 019 061 olo 0.78 *
1988 2.74 00  -001 0.78  0.96 olo 0.92

1989 4.23 0.0 0.51 00 011 0.02 0.59 *
1990 2.65 0.02 0.72 0.0 0.9 0.01 0.58

1991 2.25 0.08 0.83 00 007 0.02 0.56

1992 3.78 0.0 0.69 00 0.04 0.01 0.60

1993 3.40 0.0 0.73 00 0.04 0.03 0.61

1994 2.53 0.01 0.78 00 0.9 0.02 0.72

1995 2.96 0.01 0.77 00 005 0.27 0.61]

1996 2.82 0.0 0.29 0.02 068 ojo 0.87

1997 1.92 0.11 0.95 0.0 0.4 013 0.66

1998 1.01 0.40 1.03 0.0 0.9 0.06 0.70

1999 1.23 0.23 0.49 00 0.68 0j0 0.78

2000 2.09 0.04 0.38 001 072 qo 0.82

2001 1.52 0.20 0.96 0.0 0.9 olo 0.77

2002 9.04 0.0 0.10 0.04  0.09 ojo 0.51 -
2003 8.64 0.0 0.14 001  0.08 0.09 0.42 **
2004 5.65 0.0 0.51 00 0.04 0.11)8 0.64 * **
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Table 6
Dynamic models, estimated using Expression (5@&),30 firms using data from 1955 to 1994. NSWL (Mationary without
lags), i.e., model is non-stationary unless lagsaaided. All models test stationary by ADF testgnvlags are present.

Specification Tests
. k . :
Firm ® “ | e b ) for RO| Ao ooty M0 peeer anE
p p@) | p(B) | PBird) | PB) | P(Bord) regression y skedasticity
086 067] 008 000 030 -0.05
Abbott 021| 000| 0.88 1.00| 025 085 | 099 NSWL
128 049 401 3.08| 014 20.14
Bausch 0.17| 0.00| 0.01 0.03| 0.39 038|099 | *
046 081] 112 2097 000 0.00
Baxter 002| 000| 0.0 0.00| 081 0.79 | 999 NSWL
) 002 088] 173 153] 018 20.25
Bristol 0.98| 000| 0.00 001| 061 0.29 | 099 **
353 0.62] -0.02 078 121 20.25
Coca-Cola 0.01| 000| 097 0.14| 0.00 056 | 098 NSWL
014 092] 058 051 002 0.01
Colgate 0.84| 0.00| 0.14 0.12| 0.90 0.94 | 096 NSWL
013| 05| 1.08 20.17| 000 20.02
Cooper 042| 036 0.00 063| 090 0.40 | 0-98
) 056 0.83] 166 1.55] -0.02 0.01 .
Comning 038| 000| 025 027| 056 0.64 | 084 NSWL
016 0.84] 010 006 0.00 0.00
Du Pont 0.81| 0.00| 0.76 0.87| 0.98 078|088 | * ) NSWL
002 0.74] 0.7 2047 -0.02 -0.03
Eaton 0.96| 0.00| 0.06 023| 014 0.03| 99 NSWL
023] 081 125 -0.80 | -0.06 20.22 N "
GE 081| 000| 034 052| 086 039 | 095 NSWL
315 0.71] -0.09 006 001 0.01
GM 003| 000| 038 053| 024 0.40 | 048 NSWL
Georgia 059 0.77] 095 20.77| -0.02 000 oo
Pacific 008| 0.00| 002 005| 0.10 087 |9
) 0.13| 094 001 0.02| 006 0.05
Gillette 075| 000| 0.60 027| 050 061 | 993 NSWL
164] 069 -0.22 034 002 -0.06
Goodyear 003| 000| 062 042 | 028 0.00| 97°
Foroulos 084 0.79] 0.00 011 -0.01 000 o g6
017| 0.00| 1.00 087 | 047 0940
101] 068| 057 2037 -0.02 0.01
Ingersoll 0.07| 000| 052 0.67| 0.49 055 | 085 ) NSWL
251| 062] -0.04 019 002 0.00
IBM 000| 0.00| 092 058| 005 0.95 | 094 NSWL
International 0.37 | 0.67 1.08 -0.72 | -0.07 -0.04 0.90 .
Paper 043| 0.00| 023 038| 051 059 0
Johnson& | 1.78| 0.83] 0.46 083] 008 036 5 og
Johnson 014| 0.00| 056 018| 079 018 | ©
i 110| 084| 045 20.60| 030 005 ;g
y 006| 0.00| 045 021| 0.0 077| %
177] 071] -0.22 004 1.00 -0.53
Merck 0.01| 000| 042 0.87 | 0.00 017 | 998 NSWL
017 050] 2.09 1.46 | -0.01 0.15
Motorola 076 | 000| 0.07 0.16| 095 0.3g | 096
) 085 067] -0.73 098] 030 20.27
Pfizer 031| 000| 035 020| 033 0.49 | 997 NSWL
078 034] 168 123 012 0.09
Raytheon 0.09| 0.03| 001 0.03| 0.05 016 | 098
011| 0.87] 058 2045 000 0.01
Rohm 0.81| 000| 051 059 | 097 031 | 989 NSWL
) 062 0.85] -0.23 025| 097 20.88
Schering 015| 000| 052 0.46| 000 0.01| 998 NSWL
) 034 0.78] 027 20.06| 001 20.02 .
Tektronix 026| 000| 059 090| 077 0.43 | 094 NSWL
015] 067 128 2092 001 -0.01
usTt 062| 0.00| 0.04 013| 0.60 0.29 | 09 NSWL
United 114] 060 -0.07 000| 138 091 ;g9 m
Technologies| 0.33| 0.00 0.91 1.00 0.04 025]| ™
077| 0.71] 067 051] 019 011
Average 036| 001| 0.40 041| 046 0ag| 092
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Table 7

Experiment 1 (Panel A): lllustration of the effemt OLS coefficient estimates and inferential statsof modelling 30 and 300
firms each, using a Monte Carlo simulation withDGand 10,000 replications, respectively, a DGR ihanultiplicative of the
form M, = 33? @, where = 1, In(A) = a, = N(5,1) and In€) = N(0,1), by two models: the correctly specifieddab(model in
logs),m = In(M) = In(k) +Ba; + In(«) and incorrectly specified model (linear, raw datadel), M, = a; + SA; + u.. The standard
deviation (SD) given is the between sample standaviation. We give the conclusion in the table.

Experiment 2 (Panel B): Demonstration of the pdatdtffect of deflating variables in a regressioad®l by opening market value,
i.e., we investigate if the division of the regm@sd and regressors by the lagged values of thessgnd in a cross-section OLS
model may cause a spurious regression relationstip observed. The DGP for market value is assumbd independent of both
E; andB;. The subscript '0' denotes starting time. The fiedue ofE; is generated as 5% of the first valueBaf Thereafterk; is
generated as a random wallk.is generated initially from a uniform distributidretween 0 and 10. Thereaf&ris the sum of its
previous value plus the current valueEpfand a standard normal white noise teBrandE; are thus related by a 'stochastic clean
surplus relation' but have no influence i Method used is Monte Carlo simulation with 10,0@Petitions. The SD given is
based on the Monte Carlo repetitions. None of thefficients, a;, By and S»; will be statistically significant at the 5% level in 95
out of 100 samples arief will be close to zero.

Panel A Model in logs Linear, raw data model

e k B W (g R a B @) A R
30 firm average 1.086 1.002 1.167 5.490 0.p01 -3.457 4976 0.324 1.659 0.40
30 firm SD 0.970 0.190 1.050 1.475 0.1p9760.690 4.370 1.40 1.457 0.227
300 firm average 1.102 1.0 3.745 17.320 0.50 2.413 4.928 0.450 1.643 0.328
300 firm SD 0.295 0.058 1.023 1.422 0.041478.423 2.320 2.087 0.773 0.121
Conclusion:

Estimating a DGP that is multiplicative in regressand error term by a simple linear additive mdeatis to biased
coefficient estimates that fluctuate widely betwsamples. Although larger sample sizes reducedbecé of
fluctuation, they do not eliminate the bias in #stimates leading to the incorrect estimate appg&oi be
increasingly statistically significant as the saenpize grows.

DGPs

Model:
Variables deflated by opening market value gs
recommended by Christie (1987).

Panel B

Despite the average value of the coefficients beloge to their correct valueg € 1, 8, = 5 = 0) the variance of
thet-statistics is high causing thestatistic to behave erratically between samplée. fon-standard form of the
distributions of the coefficients and the inferahstatistics can be seen from the histogramsgargi2, Panel 2.
Due to this, the coefficients on earnings and baake test significantly different from zero in 248d 35.6% of all
samples.R? exceeds 90% in over 15% of all samples.

M; = M1 + N(0,1), M, =U(0,10)

B = Er1 + N(O,1), & =0.0%, M/Mi1 = a¢ + B /My + BoBi/Mis + &

Bt = Bt1 + E¢ + N(0,1), By = U(0,10)
Year a () A (8 3 (8 Adiusted

[Average (SD)] applicable for all parameters

1995 1.01 (0.16) 13.42 (7.15 0.02 (0.28) 0.20 (B.19 0.0 (0.01) -0.30 (7.22 0.50 (0.3f)
1996 0.99 (0.22) 13.27 (7.36 -0.05 (0.27) -0.57@¢2§.. 0.0 (0.01) 0.14 (7.32 0.52 (0.3%)
1997 1.01 (0.35) 13.64 (7.30 0.0 (0.39) 0.01 (7.91)0.0 (0.02) -0.22 (8.33 0.53 (0.3%)
1998 1.00 (0.14) 13.45 (7.67 0.0 (0.24)  0.53(12.78)0.0 (0.01) -0.27 (8.54 0.50 (0.3%)
1999 1.00 (0.14) 13.54 (7.18 0.0 (0.24) -0.17 (9.91 0.0 (0.01) 0.20 (9.58 0.49 (0.3%)
2000 0.99 (0.44) 13.54 (7.31 0.0 (0.25)  -0.27 (.70 0.0 (0.01) -0.24 (12.78 0.50 (0.3f)
2001 0.99 (0.16) 13.56 (7.58 0.0 (0.29)  -0.27 (13.95 0.0 (0.01) -0.27 (10.26 0.51 (0.3“1)
2002 1.00 (0.55) 13.91 (8.34 0.0 (0.44) 0.27 (4.30)0.0 (0.02) 0.24 (41.02 0.47 (0.3h)
2003 1.02 (0.55) 13.29 (8.34 0.02 (0.44) -0.02 @.3 0.0 (0.02) 0.57 (41.02 0.46 (0.3%)
2004 1.01 (0.30) 13.44 (8.19 0.0 (0.25)  -0.03 (#.33 0.0 (0.01)  -0.58 (125.23 0.46 (0.3%)
Conclusion:
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Figure 1

Scatter and relative frequency plots of 30 firmgraged sample dataeft Growth patterns of net book value, earnings, the
geometric mean of net book value and earnings,naaidket value for the period from 1955 to 2004. Giege also results from
exponential,y = asexfgbx), and linear,y = atbx, fits to the data, for the latter only the net bo@lue fit is shownRight
Corresponding relative frequency distributions oflat amounts using eight intervals each. Givenadse results from logarithmic,

y=a+beln(x), fits to the data.
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Figure 2

Cross-section scatter plots in raw data and logaredf averaged sample data over the estimatioogd955-1994. The
larger R values from linear fitting and visual inspecti@véur the logarithmic scale for OLS estimation.cAlgsible is

the good correspondence between earnings and maxket, an indication as to which accounting vdeatventually
transpires most frequently in the top-down variadimination process.
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Figure 3

Histograms of raw and logged time averaged samgi@ over the estimation period 1955-1994. Detdifit®are also
displayed: For the raw data, we used linear loganit forms and for the logged data, the Normalridistion.
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Figure 4

Experiment 1 (cf. Table 7). Histograms of coeffitti t-statistics and?? from Monte Carlo simulatiorLeft half data
based on 1,000 replications for 30 firRéght half data based on 10,000 replications for 300 firms.
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Experiment 2. Behaviour of coefficientsstatistics and adjusté®f produced by deflating Expression (5.1)My.y, i.e.,
Mi /M1 = kit + B1E M1+ G 2Bi/Mir1 + & Top row Results for a simulated ten year period from,, digm 1994
to 2004.Bottom row Results fot=2004.
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Appendix 1

Table 8
Results for specification tests (cf. Table 2) afss-section models, estimated using simplified Esgions (5.1)

and (5.2)M;=k+B.1Bi+& andM; . = e"i'tBBi'”wt, respectively, for 30 firms based on yearly dadanf1955

it
to 2004. Statistical significance levels given arr¢he 1%-level (**) and 5%-level (*).

Additive model | Multiplicative model
Year Specification tests
Normality Hetero- RESET | Normality Hetero-  peger
skedasticity skedasticity
1955 *k *k *k
1956 *% ** **
1957 ** ** **
1958 *k *k *k
1959 ** ** **
1960 ** o
1961 w* ok
1962 *k *k *k
1963 *% * *%
1964 *k *k *k
1965 *k *k *k
1966 ** ** **
1967 *k *k *k
1968 *k *k *k
1969 *% ** **
1970 *% ** **
1971 *k *k *k
1972 ** ** **
1973 ** ** **
1974 *k *k *k
1975 ** -
1976 ** -
1977 w* w*
1978 *k *k *
1979 ** ** *
1980 *k *k
1981 *k *k
1982 ** ** *
1983 *% ** *
1984 *k *k *
1985 *% **
1986 *% **
1987 *k *k
1988 *k *k * *%
1989 o * *k *
1990
1991 w*
1992 *
1993 w*
1994 o+
1995 w*
1996 w*
1997 *
1998 o
1999 * *% **%
2000 *k *k *
2001 - *
2002 * *% **% *%
2003 *k *k *%
2004 *k *k *% Hk
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Table 9
Results for specification tests (cf. Table 2) ohadmic models, estimated using simplified Expressi(ihl1) and (5.2) but

including a lag in (5.1)M;=ki+1.Bi+B 1118111 +& andM;, = e""i'th ;’“Bg 17 w,, respectively, for 30 firms based on data

from 1955 to 1994. Statistical significance levgilgen are at the 1%-level (**) and 5%-level (*).

Additive model | Multiplicative model
Firm Specification Tests
Auto- . Hetero- Auto- . Hetero-
regression Normality skedasticity RESET Regression Normality Skedasticity RESET
Abbott - *
BaUSCh *k *% *k * *k
Baxter b
Bristol * - b *
Coca " "
Cola
Colgate * * *
Cooper *% ** *%
Corning b *
Du Pont *% *% * *
Eaton *
General *% * *% * * *%
Electric
General .
Motors
Georgia "
Pacific
Gillette > >
Goodyear * *
Hercules * o
Ingersoll ** o *
IBM
International " .
Paper
Johnson & " -
Johnson
Lilly - *
Merck ** *k * **
Motorola b b b
Pflzer *% Kk *%
Raytheon ** b
Rohm
Schering > *
Tektronix * * *
UST *% *
United " - - "
Technologies
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