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Abstract
Research about attitudes and opinions is central to social science and relies on two common methodological approaches: surveys and interviews. While surveys enable the quantification of large amounts of information quickly and at a reasonable cost, they are routinely criticized for being “top-down” and rigid. In contrast, interviews allow unanticipated information to “bubble up” directly from respondents, but are slow, expensive, and difficult to quantify. Advances in computing technology now enable a hybrid approach that combines the quantifiability of a survey and the openness of an interview: we call this new class of data collection tools wiki surveys. Drawing on principles underlying successful information aggregation projects, such as Wikipedia, we propose three general criteria that wiki surveys should satisfy: they should be greedy, collaborative, and adaptive. We then present results from www.allourideas.org, a free and open-source website we created that enables groups all over the world to deploy wiki surveys. To date, about 1,500 wiki surveys have been created, and they have collected over 60,000 ideas and 2.5 million votes. We describe the methodological challenges involved in collecting and analyzing this type of data and present case studies of wiki surveys created by the New York City Mayor’s Office and the Organisation for Economic Co-operation and Development (OECD). We conclude with a discussion of limitations, many of which may be overcome with additional research.
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1 Introduction

Research about attitudes and opinions is central to social science and typically relies on two common methodological approaches: surveys and interviews. While surveys allow researchers to quantify large amounts of information quickly and at a reasonable cost, they are routinely criticized for being “top-down” and rigid; that is, the survey questions and possible responses are formulated before data collection begins, meaning that surveys generally are not open to novel or unexpected information from respondents. In contrast, interviews allow new information to “bubble up” directly from respondents, but are slow, expensive, and difficult to quantify.

This tension between openness and quantifiability, which underlies many disputes between quantitative and qualitative researchers, has a long history in survey research. During World War II, some of the nation’s leading social scientists worked at the United States Office of War Information and were charged with measuring citizens’ attitudes toward current events. Within the Office, fierce methodological debates arose about the best way to conduct this research (Converse, 1984, 2009). One group of researchers, led by Rensis Likert, preferred an open interview technique, to allow for nuanced assessment of attitudes; the other, influenced by commercial pollsters like Elmo Roper and George Gallup, favored closed questions that were easily administered and quickly quantified. Paul Lazarsfeld, perhaps the most eminent methodologist of the day, was called in to adjudicate the conflict, and wrote a review of the controversy that came down in favor of closed questions (Lazarsfeld, 1944). While each method of research had its proper role, Lazarsfeld wrote, closed questions were nearly as effective as open questions for most purposes, and were far more manageable to administer. It is largely on this practical basis that closed questions have come to dominate survey research, despite the strength of open-ended questions for collecting some types of information. Yet Lazarsfeld himself wondered: “Is there not some way to use all the good ideas which the proponents of the [open interview] technique have and still to develop methods that are more objective, more manageable on a mass basis . . . ?” (Lazarsfeld, 1944, p. 50).

We believe that such an approach is now possible due to the developments in computation and human connectivity brought about by the World Wide Web. Drawing from principles underlying successful information aggregation projects such as Wikipedia, we propose a new hybrid class of data collection tools—which we call wiki surveys—that integrates the quantifiability of surveys and the openness of interviews. After providing some background in Section 2 in Section 3 we describe three general properties that characterize wiki surveys: they should be greedy, collaborative, and adaptive. In Section 4 we discuss one specific type of wiki survey—a pairwise wiki survey—and present results from www.allourideas.org, a free and open-source website we created that allows groups all over the world to create and use pairwise wiki surveys. In Section 5 we propose a statistical model for estimating public opinion from pairwise wiki survey data, and in Section 6 we present two case studies of institutions that have used pairwise wiki surveys: the New York City Mayor’s Office and the Organisation for Economic Co-operation and Development (OECD). The paper concludes with a discussion of the limitations of this work, many of which may be overcome with additional research.

2 Background

Closed questions, which have come to dominate survey research since World War II (Smith, 1987), provide a finite, predetermined set of answers among which respondents are asked to choose. The primary practical advantage of closed questions is that responses can be handled with relative ease: answers can be easily assigned values, fed into statistical software, and employed in quantita-
tive analysis. These processes are relatively straightforward, fast, and inexpensive, making closed questions an efficient choice for large-scale social science surveys.

In contrast, responses to open-ended questions are more complicated for researchers to reliably code and quantify. In some cases, however, open methods may provide insights that closed methods cannot because they are receptive to new information that was unanticipated by the researcher (Schuman and Presser, 1979; Presser, 1990; Schuman, 2008). For example, Schuman and Presser (1979) conducted a split-ballot test of an open and closed form of a question about what people value in jobs. When asked in closed form, virtually all respondents provided one of the five researcher-created answer choices. But, when asked in open form, nearly 60% of respondents provided a new answer that fell outside the original five choices. Because respondents have a strong tendency to confine their responses to the answer choices offered (Krosnick, 1999; Schuman, 2008), researchers who construct all the possible answer choices necessarily constrain what can be learned. This is unfortunate because unanticipated information is often the most valuable for research.

The use of closed versus open approaches, then, represents a tradeoff: open approaches can potentially yield richer information, but this comes at the cost of being more onerous. However, new technologies present opportunities for hybrid survey methodologies that integrate the positive aspects of both closed and open approaches. The World Wide Web is an ideal platform for new and innovative forms of social data collection, and important work has been done to develop web-based surveys (Couper, 2008; Couper and Miller, 2009). Much of this work has been translational (Skitka and Sargent, 2006) in the sense that it attempts to move traditional approaches online (e.g., Couper et al., 2004; Christian et al., 2007; Smyth et al., 2009; Holland and Christian, 2009; Yan et al., 2011) and enrich traditional approaches using the possibilities available on the Web (e.g., Callagaro and DiSogra, 2008; Shih and Fan, 2008; Dillman et al., 2009; Farrell and Petersen, 2010). However, the Web also allows for new forms of data collection that have no obvious offline analog.

Wiki surveys

If one views a survey as a tool for information aggregation, then insights about how to conduct web-based surveys might be gleaned from successful web-based information aggregation projects, of which Wikipedia is an exemplar. Because our approach attempts to combine insights from projects such as Wikipedia with insights from survey research, we call our new instrument a wiki survey. Benkler (2006) notes that successful information aggregation systems are typically composed of granular, modular tasks. That is, in successful systems, large problems can be broken down into smaller “chunks,” which require low individual investment of time and effort (granularity), and these “chunks” can be independently completed by many individuals before being flexibly aggregated into a larger whole (modularity). If this insight is applied to survey research, we would want to ensure that each unit of information collected requires a very small investment of energy by a respondent, and that these “chunks” of information could be flexibly combined to produce measures of public opinion. Building on this insight, we believe that a wiki survey should have three primary characteristics: it should be greedy, collaborative, and adaptive.

It is the case that researchers are often advised to use open methods to construct the set of responses for closed questions before primary data collection begins (Krause, 2002). However, in practice this can be quite difficult (Schuman and Presser, 1979), and, once determined, these response sets are typically not amenable to new information that may arise. Thus, any omissions that occur while designing the response set may limit what can be learned.
3.1 Greediness

Traditional surveys attempt to collect a fixed amount of information from each respondent; respondents who want to contribute less than one questionnaire’s worth of information are considered problematic and respondents who want to contribute more are prohibited from doing so. This contrasts sharply with successful information aggregation projects on the Internet, which collect as much or as little information as each respondent is willing to provide. Such a structure typically results in highly unequal levels of contribution: when contributors are plotted in rank order, the distributions tend to show a small number of heavy contributors—the “fat head”—and a large number of light contributors—the “long tail” (Anderson [2006] Wilkinson [2008]) (Fig. 1). For example, the number of edits to Wikipedia per editor roughly follows a power-law distribution with an exponent 2 (Wilkinson [2008]). If Wikipedia were to allow 10 and only 10 edits per editor—akin to a survey that requires respondents to complete one and only one form—it would exclude about 95% of the edits contributed. As such, traditional surveys potentially leave enormous amounts of information from the “fat head” and “long tail” uncollected. Wiki surveys, then, should be greedy in the sense that they should capture as much or as little information as a respondent is willing to provide. Of course, such differential participation introduces challenges for analysis, but surely it is preferable to collect this information than not to do so.

3.2 Collaborativeness

In traditional surveys, the questions and answer choices are typically written by researchers and not respondents. In contrast, wiki surveys should be collaborative in that they are open to new information contributed directly by respondents that may not have been anticipated by the researcher, as often happens during an interview. Crucially, unlike a traditional “other” box in a survey, this new information would then be presented to future respondents for evaluation. In this way, a wiki survey bears some resemblance to a focus group in which participants can respond to
the contributions of others (Merton and Kendall, 1946; Merton, 1987). Thus, just as a community collaboratively writes and edits Wikipedia, the content of a wiki survey should be partially created by its users. This approach to collaborative survey construction resembles some forms of survey pre-testing (Presser et al., 2004). However, rather than thinking of pre-testing as a phase distinct from the “real” data collection, in wiki surveys the collaboration process continues throughout data collection.

3.3 Adaptivity

Traditional surveys are static: the question order and their possible answers are determined before data collection begins and do not evolve as more is learned about the parameters of interest. This static approach, while easier to implement, does not maximize the amount that can be learned from each respondent. Wiki surveys, therefore, should be adaptable in the sense that the instrument is continually optimized to elicit the most useful information for estimating the parameters of interest, given what is already known.\(^2\) In other words, while collaborativeness involves being open to new information, adaptivity involves using the information that you already have more efficiently. In the context of wiki surveys, adaptivity is particularly important given that respondents will provide different amounts of information (due to greediness) and that some answer choices are newer than others (due to collaborativeness). Like greediness and collaborativeness, adaptivity increases the complexity of data analysis. However, based on experiences in other areas of research (e.g., standardized testing of students (van der Linden and Glas, 2010)), we believe that gains in efficiency from adaptivity can more than offset the cost of added complexity.

4 Pairwise Wiki Surveys

Our first attempt to operationalize these three principles of wiki surveys resulted in what we call a pairwise wiki survey. It consists of a single question with many possible answer items. Respondents can participate in a pairwise wiki survey in two ways: first, they can make pairwise comparisons between items (i.e., respondents vote between item A and item B), and second, they can add new items that are then presented to future respondents.

Pairwise comparison, which has a long history in the social sciences (Thurstone, 1927), is ideal for wiki surveys because it is amenable to the three criteria described above. Pairwise comparison can be greedy because one can easily present as many (or as few) prompts as each participant is willing to answer. New responses contributed by participants can be easily integrated into the choice sets of future respondents, enabling the instrument to be collaborative. Finally, it can be adaptive because researchers select the prompts to be evaluated, so we can select the prompts that are most informative given what has already been learned. These properties exist because pairwise comparison is both granular and modular: the unit of contribution is small and can be readily aggregated.

In addition, pairwise comparison has several practical advantages. First, pairwise comparison makes manipulation, or “gaming,” of results difficult because respondents cannot choose which prompts they will see; instead, this choice is made by our system. Thus, when there is a large number of possible items, a respondent would have to vote many times in order to even be presented with the item that she wishes to “vote up” (or “vote down”) (Hacker and von Ahn, 2009). Second, pairwise comparison requires respondents to prioritize possible choices, preventing them from being manipulative.

For related work on adaptive approaches to other types of surveys, see Balasubramanian and Kamakura (1989); Singh et al. (1990); Groves and Heeringa (2006); Toubia and Flores (2007); Smyth et al. (2009); Chen et al. (2010); Dzyabura and Hauser (2011).
from “liking everything”—that is, because the respondent must select one of two discrete answer choices for each prompt, she is prevented from simply saying that she likes (or dislikes) every option equally strongly. This feature is particularly valuable in policy and planning contexts, in which finite resources make prioritization of ideas necessary. Finally, voting on a series of pairwise comparisons is reasonably enjoyable, a common characteristic of many successful web-based social research projects (Salganik and Watts, 2009). Perhaps because of these characteristics, pairwise comparison tools have become popular on the Web (e.g., Lewry and Ryan (2007); Weinstein (2009)).

4.1 All Our Ideas

Because no system for deploying pairwise wiki surveys existed, we created the website All Our Ideas (www.allourideas.org), described to visitors as “a tool for collecting and prioritizing ideas in a democratic, transparent, and efficient manner.” Any visitor to the site can create an “idea marketplace” (i.e., a pairwise wiki survey) though which members of a group can vote on the ideas of others, via a series of comparisons, as well as submit their own ideas to the pool of available choices. This allows groups to both collect and prioritize information in the same process. By providing this service freely on the Web, we are able to collect a tremendous amount of data about how pairwise wiki surveys work in practice, and our steady stream of users provides a natural testbed for further methodological research.

All Our Ideas is illustrated by a project that we conducted with the New York City Mayor’s Office of Long-Term Planning and Sustainability in order to integrate residents’ ideas into PlaNYC 2030, New York’s citywide sustainability plan. The City has typically held public meetings and small focus groups to obtain feedback from the public. By using All Our Ideas, the Mayor’s Office sought to broaden the dialogue to include input from residents who do not traditionally attend public meetings. To begin the process the Mayor’s Office generated a list of 25 ideas based on their previous outreach (e.g., “Require all big buildings to make certain energy efficiency upgrades,” “Teach kids about green issues as part of school curriculum”).

Using these 25 ideas as “seeds,” the Mayor’s Office created a wiki survey with the question “Which do you think is a better idea for creating a greener, greater New York City?” Participants in the wiki survey were presented with a pair of ideas (e.g., “Open schoolyards across the city as public playgrounds” and “Increase targeted tree plantings in neighborhoods with high asthma rates”), and asked to choose between them (see Figure 2). After making this vote, participants were immediately presented with another randomly selected pair of ideas (the process for choosing the prompts is described in more detail in Appendix A). Voting continued for as long as the participant wished to contribute information about her preferences by voting or choosing “I can’t decide.” Crucially, at any point, participants were able to upload their own ideas, which then (pending approval by the wiki survey creator) became part of the pool of ideas to be voted on by others.

The Mayor’s Office launched its wiki survey in October 2010 in conjunction with a series of community meetings to obtain resident feedback. The effort was publicized at meetings in all five boroughs and via online and social media (mention on local and national blogs, on Facebook and Twitter, etc.). Over about four months, the wiki survey collected 28,829 votes and 464 user-submitted ideas; participation peaked in the days following media mentions and email follow-ups after public meetings. As these pairwise votes accumulated, the aggregate preferences of participants became evident. These results were visible to any visitor to the site in real time via a “view results” tab, making the process transparent (Fig. 2). More about the statistical methods

---

3A related website, “Which Do You Want More?”, was used by the Princeton University Undergraduate Student Government in 2009. For more on that project, see Weinstein (2009) and Shah (2009).

4By decoupling the processes of voting and viewing the results—which occur on distinct screens (see Fig. 2)
Figure 2: Voting and results interfaces at www.allourideas.org. This example is from a wiki survey created by the New York City Mayor’s Office to learn about residents’ ideas about how to make New York “greener and greater.”

underlying the website is presented in Section 5 and Appendix A, and more about the results of the New York City wiki survey is presented in Section 6.

This example illustrates the workings of just one wiki survey. Since www.allourideas.org launched in February 2010, about 1,500 wiki surveys have been created, which have collected 60,000 ideas and 2.5 million votes. Some of the most active wiki surveys were created by groups such as The Washington Post, Catholic Relief Services, Humanity in Action, the Craigslist Foundation, a Congressional candidate, the City of Calgary, the New York City Department of Parks and Recreation, the Occupy Wall Street movement, and student governments at Princeton and Columbia.

The website implementation requires algorithms for 1) choosing which prompts to show voters and 2) aggregating the votes to estimate a measure of public opinion. When constructing such algorithms for the website, we were limited to approaches that were simple enough computationally that they could be implemented in real time. The procedures that we employ on the website are described in Appendix A and are reasonable heuristic approaches that are consistent with the three principles of wiki surveys. Next, however, we turn our attention to a statistical approach for estimating public opinion from the votes that is currently too computationally intensive to be done in real time. We are confident, however, that the procedures running on the website will be improved in the future, and we will return to this issue in Section 7.

the site prevents a visitor from having immediate information on the preferences of others when she votes. This decoupling prevents “groupthink” and information cascades, whereby popularity can become a poor indicator of the underlying quality of the idea. [Salganik et al., 2006; Salganik and Watts, 2009].
5 Data analysis

The main goal of the pairwise wiki survey is to estimate “public opinion” from the set of pairwise votes. More specifically, we conceptualize public opinion as a matrix $\Theta$,

$$
\Theta = \begin{bmatrix}
\theta_{1,1} & \theta_{1,2} & \cdots & \theta_{1,K} \\
\theta_{2,1} & \theta_{2,2} & \cdots & \theta_{2,K} \\
\vdots & \vdots & \ddots & \vdots \\
\theta_{J,1} & \theta_{J,2} & \cdots & \theta_{J,K}
\end{bmatrix}
$$

where $\theta_{j,k}$ is the amount that the person in session $j$ likes item $k$. In the New York City example described above, this could be the amount that a specific voter likes the item “Open schoolyards across the city as public playgrounds.”

If we can estimate how much each voter likes each item, then we can aggregate those estimates to describe the public opinion of the group. Unfortunately, because the responses are in the form of pairwise comparisons, they are not directly informative about how much each voter likes each item. That is, from each vote we can only observe the relative preference for two items, not the absolute preference for either. Therefore, we assume a model of the data-generating process and then use Bayesian inference to estimate the preferences most consistent with the observed data.

A full treatment of model development and the parameter estimation algorithm is provided in Appendix 3 and a summary is provided here. First, for the process of voting, we assume that

$$
Pr(\text{item } a \text{ beats item } b \text{ in session } j) = \Phi(\theta_{j,a} - \theta_{j,b})
$$

where $\Phi$ is a cumulative standard normal $\Phi$ (Thurstone 1927; David 1988; Bockenholt 2007). In other words, the greater the difference between $\theta_{j,a}$ and $\theta_{j,b}$ the more likely the person in user-session $j$ will choose item $a$ over item $b$.

Given this model for the voting process, the likelihood can be written to resemble a standard probit model given an approximately constructed design matrix $X$, outcome vector $Y$, and parameter vector $\theta$ (a full derivation is provided in Appendix 3),

$$
p(\theta \mid Y, X) = V \prod_{i=1}^{V} \Phi(x_i^T \theta)^{y_i} (1 - \Phi(x_i^T \theta))^{1-y_i}
$$

where $\mu = \mu_1 \ldots \mu_K$ and $\sigma$ is set to be 1.

We use the term “user-session” rather than “respondent” to emphasize the fact that each user-session does not necessarily represent a unique respondent. For example, a respondent who participates at work and then later participates at home would be counted as two user-sessions. More specifically, a user-session is created when a browser that is not currently in a session visits the site. If there are 10 minutes of inactivity on the site, the current session is terminated; future activity on the site would result in a new session being created. The sessions are tracked with browser cookies, so a user could delete his or her cookies or open a different browser to create a new session.
Finally, we add conjugate priors to yield the following posterior distribution:

$$p(\theta, \mu \mid Y, X, \sigma, \mu_0, \tau_0^2) \propto \prod_{i=1}^{V} \Phi(x_i^T \theta)^{y_i} (1 - \Phi(x_i^T \theta))^{1-y_i} \times \prod_{j=1}^{J} \prod_{k=1}^{K} N(\theta_{j,k} \mid \mu_k, \sigma) \times \prod_{k=1}^{K} N(\mu_k \mid \mu_0[k], \tau_0^2[k])$$

(5)

where $\mu_0 = \mu_0[1] \ldots \mu_0[K]$ and $\tau_0^2 = \tau_0^2[1] \ldots \tau_0^2[K]$ are parameters to the priors for mean appeal of each item ($\mu$). In Appendix B, we describe the Gibbs sampling approach that we used to make repeated draws from the posterior distribution. These draws allow us to estimate the values of $\theta$ and $\mu$ that are most consistent with our data, given our model.

Because the parameter vector $\theta$ is just a vector representation of the public opinion matrix $\Theta$, it would seem that once we can estimate $\theta$ our task would be complete. Unfortunately, however, the estimated public opinion matrix $\hat{\Theta}$ is very difficult to interpret because it is quite large, often hundreds of thousands of parameters, and because $\hat{\theta}_{i,j}$ is not measured on a natural scale. Therefore, we map the estimated public opinion matrix to a vector which stores the estimated score of each item. The score of an item is the estimated chance that it will beat a randomly chosen item for a randomly chosen user-session. That is,

$$\hat{s}_i = \frac{\sum_{j=1}^{J} \sum_{k \neq i} \Phi(\hat{\theta}_{j,i} - \hat{\theta}_{j,k})}{J \times (K - 1)} \times 100$$

(6)

The minimum score is 0 for an item that is always expected to lose, and the maximum score is 100 for an item that is always expected to win. For example, a score of 50 for the idea “Open schoolyards across the city as public playgrounds” means that we estimate it is equally likely to win or lose when compared to a randomly selected idea for a randomly selected user-session. To construct 95% posterior intervals around the estimated scores, we use the $t$ posterior draws of the public opinion matrix ($\Theta^{(1)}, \Theta^{(2)}, \ldots, \Theta^{(t)}$) to calculate $t$ posterior draws of $s$ ($\hat{s}^{(1)}, \hat{s}^{(2)}, \ldots, \hat{s}^{(t)}$). From these draws, we calculate the 95% posterior intervals around $\hat{s}_i$ in the usual way, by findings values $a$ and $b$ such that $Pr(\hat{s}_i > a) = 0.025$ and $Pr(\hat{s}_i < b) = 0.025$ (Gelman et al., 2003).

We chose to estimate the public opinion matrix, $\Theta$, and then calculate the scores, $\hat{s}$, rather than estimate the scores directly for three reasons. First, this approach naturally handles the unequal amount of information that we have for each respondent due to the greediness of the pairwise wiki survey: for those who cast many votes, we can better estimate their row in the public opinion matrix, and for those who cast fewer votes, we have to rely more on the pooling of information from other respondents. Second, this approach can be generalized to cases where co-variates are added at the level of the respondent (e.g., gender, age, income, etc.) or at the level of the item (e.g., about the economy, about the environment, etc.). Third, explicit estimation of the full public opinion matrix also lends itself to calculation of other interesting aspects of public opinion (e.g., Which items cluster together such that people who like one item in the cluster tend to like other items in the cluster?). We return to some possible extensions and generalizations in Section 7. Finally, we note that this modeling approach assumes that the sample design is ignorable, but it can be extended to produce both estimates and confidence intervals under more general, non-ignorable sampling designs (e.g., stratified sampling, cluster sampling), assuming that the sample design is known (Gelman et al., 2003, Ch. 7).
6 Case studies

To understand how pairwise wiki surveys operate in practice, in this section we describe two case studies in which the All Our Ideas platform was used for collecting and prioritizing community ideas for policymaking: New York City’s PlaNYC 2030 and the Organisation for Economic Co-operation and Development (OECD)’s “Raise Your Hand” initiative. The All Our Ideas platform is well-suited to open government goals because of its openness, simplicity, and transparency: any site visitor can vote, contribute ideas, and view all results. Further, ideas can be evaluated objectively without concern for who suggested them.

As described previously, the New York City Mayor’s Office conducted a wiki survey in order to integrate residents’ ideas into the 2011 update to the City’s long-term sustainability plan. The wiki survey asked residents to upload their ideas about how to create “a greener, greater New York City” and to vote on the ideas of others. The OECD’s wiki survey was created in preparation for an Education Ministerial Meeting and an Education Policy Forum on “Investing in Skills for the 21st Century.” The OECD sought to bring fresh ideas from the public to these events in a democratic, transparent, and bottom-up way by seeking input from education stakeholders located around the globe. To accomplish these goals, the OECD created a wiki survey to allow respondents to submit and vote on ideas about “the most important action we need to take in education today.”

We assisted the New York City Mayor’s Office and the OECD in the process of setting up their wiki surveys, and spoke with officials of both institutions multiple times over the course of survey administration. We also conducted qualitative interviews with officials from both groups at the conclusion of survey data collection in order to better understand how the wiki surveys worked in practice, contextualize the results, and get a better sense of whether the use of a wiki survey enabled the groups to obtain information that might have been difficult to obtain via other methods of data collection. Unfortunately, logistical considerations prevented either group used a probabilistic sampling design. Therefore, we can only draw inferences regarding the people who visited the website, and these people should not be considered a random sample from some larger population. Further, given the data collection in these two case studies, we cannot calculate a response rate. However, we emphasize that although it was not done in these two cases, wiki surveys can naturally be used in conjunction with probabilistic sampling designs; we will return to this issue in Section 7.

6.1 Results

The pairwise wiki surveys of the New York City Mayor’s Office and the OECD were similar in scale, both in terms of number of user-submitted ideas and number of votes. Over about four months (Oct. 7, 2010 to Jan. 30, 2011), New York’s PlaNYC wiki survey collected 28,829 votes and 464 user-submitted ideas, 244 of which the Mayor’s Office activated; ideas that were deemed inappropriate or duplicative by the Mayor’s office were not activated (see Figs. 3(a) and 4(a)). Similarly, over about a month (Sep. 15, 2010 to Oct. 15, 2010), the OECD’s wiki survey collected 28,599 votes and 533 user-submitted ideas, 231 of which were activated by the OECD (see Figs. 3(b) and 4(b)). One difference between the two was the OECD wiki survey was global: votes were cast from more than ninety different countries and ideas were submitted from more than fifty countries (Fig. 5).

Patterns of respondent participation in the two wiki surveys were also quite similar. Within each survey, levels of respondent contribution varied widely, in terms of both number of votes cast and number of new ideas contributed. In both cases, the distributions of both votes and idea uploads contained “fat heads” and “long tails” (see Figs. 6(a) and 6(b)). If the wiki surveys captured
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Figure 3: Cumulative number of votes in each wiki survey.

Which do you think is a better idea for creating a greener, greater New York City?
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Figure 4: Cumulative number of activated ideas. In both cases the pool of ideas grew over time as participants contributed to the wiki survey. PlaNYC had 25 seed ideas and 464 user-submitted ideas, 244 of which the Mayor’s Office activated. The OECD had 54 seed and 533 user-submitted ideas, 231 of which it activated. In both cases, ideas that were deemed inappropriate or duplicative were not activated.

Figure 5: Geographic distribution of voting and uploading of ideas in the OECD wiki survey. Votes were cast from more than 90 countries and ideas submitted from more than 50 countries.
only a fixed amount of information per user session—as opposed to capturing all levels of effort—a significant amount of information would have been lost; for instance, if 10 and only 10 votes from each session were captured, approximately 75% of the votes collected in each survey would have been discarded. Further, if we were to limit the number of ideas uploaded to one per session, as is typical in surveys with one and only one “other box,” we would have excluded a significant number of user-submitted new ideas: nearly half of the user-submitted ideas in the PlaNYC survey and about 40% in the OECD survey.

Further, in both wiki surveys, many of the highest scoring ideas were uploaded by users. For PlaNYC, 8 of the top 10 ideas were uploaded by users, as were 7 of the top 10 for the OECD (Fig. 7). This finding is clear evidence of the importance of the collaborative aspect of wiki surveys; these uploaded ideas would never have been captured by a traditional survey. We note, however, that not all uploaded ideas were high-scoring: the scores of uploaded ideas had higher variance than the scores of seed ideas (Fig. 8). In other words, while some uploaded ideas were very popular, many were quite unpopular. Since many wiki survey creators are primarily looking to find the best ideas, the high variability of the uploaded ideas is an asset, not a liability.

6.2 Contextualizing the results

In order to better understand what kinds of uploaded ideas scored well, we conducted semi-structured interviews with officials at the OECD and the New York City Mayor’s Office. Based on these interviews, as well as interviews with six wiki survey creators from other groups, there seem to be two general classes of uploaded ideas that score well: novel information—that is, new ideas...
Which do you think is a better idea for creating a greener, greater New York City?

- Keep NYC's drinking water clean by banning fracking in NYC's watershed.
- Invest in multiple modes of transportation and provide both improved infrastructure and improved safety.
- Plug ships into electricity grids so they don't idle in port — reducing emissions equivalent to 100,000 cars per ship.
- Continue enhancing bike lane network, to finally connect separated bike lane systems in each other across all five boroughs.
- Require all big buildings to make certain energy efficiency upgrades.
- Create more year-round Greenmarkets in under-served communities.
- Provide better transit service outside of Manhattan.
- Support and protect community gardens and create mechanisms to create new gardens and open space.
- Create a network of protected bike paths throughout the entire city.
- Implement congestion pricing in lower Manhattan.

Which is the more important action we need to take in education today?

- Educate all children about their natural abilities and develop them, rather than teaching to standardized tests.
- Ensure all children have the opportunity to discover their natural abilities and develop them.
- Focus more on creating a long-term love of learning and the ability to think critically, rather than teaching to standardized tests.
- Ensure that children from disadvantaged backgrounds and migrant families have the same opportunity to quality education as others.
- Commit to education as a public good and a public responsibility.
- Teach to think, not to memorize.
- Revolutionize how we train teachers, teach them pedagogical skills, and the ability to inspire creativity, research skills and thought.
- Create education systems that guarantee all students attain the literacy level required to live successfully in a knowledge-based world.
- Make education a priority in national budgets.
- Focus on project-based learning to allow learners to connect classroom learning with real-world application.
- Educate children to care about the future of the world they live in, the creatures on this planet and the environment.

Figure 7: Top 10 ideas (with at least 50 completed appearances). Ideas that were uploaded by users are printed in a bold/italic font and marked by closed circles; seed ideas are printed in a standard font and marked by open circles. In the case of PlaNYC, 8 of the 10 highest scoring ideas were uploaded by users. In the case of the OECD, 7 of the 10 highest scoring ideas were uploaded by users. Horizontal lines show 95% posterior intervals.

Figure 8: Distribution of scores of seed ideas and user-submitted ideas (with at least 50 completed appearances). In both cases, some of the lowest-scoring ideas were user-submitted, but critically, some of the highest-scoring ideas were also submitted by users. In general, the large number of user-submitted ideas, combined with their high variance, means that they typical include some extremely popular ideas. Posterior intervals for each estimate are not shown.
that were not anticipated by the wiki survey creators—and alternative framings—that is, new and “stickier” ways of expressing existing ideas.

An example of one of these alternative framings was one of the top-scoring (and user-uploaded) ideas in the OECD wiki survey: “Teach to think, not to regurgitate.” While this idea may not be substantively new, our interviews with the OECD suggest that the wiki survey respondent who contributed it expressed it in a way that the organization might not have:

“[‘teach to think, not to regurgitate’] . . . it wouldn’t be formulated in such a way [by the OECD]. So that’s probably the most, it’s not controversial, but it’s the most surprising, it’s very un-OECD-speak, which we liked.” (interview with Julie Harris, OECD, February 3, 2011)

In the OECD context, the top-scoring ideas tended to be phrased as aspirational principles (e.g., “ensure that children from disadvantaged background[s] and migrant families have the same opportunity to quality education as others”). Our interviews revealed that the success of ideas framed in this way was informative for the organization’s staff:

“In terms of substance, what for me has been most interesting is that . . . those top priorities . . . they’re all very much couched in the language of principles, basic principles. . . . It’s sort of constitutional language.” (interview with Joanne Caddy, OECD, February 15, 2011)

PlaNYC’s wiki survey creators noted similar alternative framings. The top-scoring idea (“Keep NYC’s drinking water clean by banning fracking in NYC’s watershed”)\(^7\) was submitted by a user; policy advisor Ibrahim Abdul-Matin reported that although the Mayor’s Office strongly supports a ban on fracking, it would not have phrased the initiative as such, but, instead, would have used more general language. Seeing the amount of support for a fracking ban specifically framed in this way enables the Mayor’s Office to understand how to frame PlaNYC’s initiatives so that they are more accessible to and resonant with New York City’s residents:

“We hate fracking, and we’ve been very clear about it. And so this for us, this says, we have support amongst the people who are paying attention to be very clear that we don’t like fracking. [Question: Okay. So why was fracking not one of the seed ideas that you guys had?] Because we talk about it differently. We’ll say, ‘protect the watershed.’ We don’t say, ‘protect the watershed from fracking.’ ” (interview with Ibrahim Abdul-Matin, Policy Advisor, December 12, 2010)

More generally, Abdul-Matin noted the value of information about what framings were most resonant with the public:

“I think the value of this process has been to find new ways to talk about and explain what we’re doing. It’s a framing challenge. ... Because really the biggest challenge with PlaNYC 2.0 is making sure that it has value and resonance for people who actually live in the city, so it’s not just some abstract plan.” (interview with Ibrahim Abdul-Matin, Policy Advisor, December 12, 2010)

In addition to alternative framings, other high-scoring user-uploaded ideas contained information that was new to the wiki survey creator. For example, in the PlaNYC context, the Mayor’s

---

\(^7\)“Fracking,” short for hydraulic fracturing, is a drilling technique for extracting oil and natural gas.
Office reported that user-submitted ideas were sometimes able to bridge multiple policy arenas (or “silos”) that might have been more difficult connections to make for people working within a specific arena. Consider the high-scoring user-submitted idea “plug ships into electricity grid so they don’t idle in port—reducing emissions equivalent to 12000 cars per ship,” an idea that bridges multiple policy arenas. A policy advisor suggested that as such, staff may not have prioritized such an idea internally (it did not appear on the Mayor’s Office’s list of “seed” ideas), but that public support for it suggests its importance as a policy goal:

“[T]his relates to two areas. So plugging ships into electricity grid, so that’s one, in terms of energy and sourcing energy. And it relates to freight. [Question: Okay, which are two separate silos?] Correct, so freight is something that we’re looking closer at. ... And emissions, reducing emissions, is something that’s an overall goal of the plan. We want to reduce carbon emissions 30 percent by 2030. So this has a lot of value to it for us to learn from.” (interview with Ibrahim Abdul-Matin, Policy Advisor, December 12, 2010)

Taken together, these case studies suggest that wiki surveys may provide information that is difficult, if not impossible, to gather from a more traditional survey instrument. This unique information may involve both the content of the ideas that are submitted by users and the language used to frame them.

7 Limitations and future research

These wiki surveys, as well as the more than 1,500 others that have been created, show that pairwise wiki surveys are a viable method for social data collection, but clearly there are also limitations that need to be carefully considered. We are optimistic, however, that many of these challenges can be overcome. Just as the shift from face-to-face surveys to telephone surveys created both research opportunities and methodological challenges (Groves, 1990; Brick and Tucker, 2007), so too would a shift from traditional surveys to wiki surveys. In this spirit, we see wiki surveys not as a break from traditional survey methods, but as part of the long evolution of the field in response to new opportunities created by changes in technology and society (Mitofsky, 1989; Dillman, 2002; Couper, 2011; Newport, 2011; Groves, 2011).

In this paper we have focused on the score of each item (Eq. 6), and a natural next step would be to estimate additional information about the contours of public opinion from the votes. New York City, for example, might wish to know how residents of the city’s five boroughs differ in how they think the city should become “greener and greater.” We do not currently collect demographic information about the voter, so we cannot perform such an analysis. However, if this information were collected, these co-variates at the level of the user-session could be added into the modeling framework described in Section 5. Additional information about public opinion could also be estimated by collecting co-variates about each idea—for example, whether the idea has to do with bicycling, public transportation, etc. This would allow researchers to estimate the broad outlines of public opinion, rather than support for specific items.

Further, even though the results of the wiki surveys were informative to the creators, as described in our interviews, one may wonder whether the wiki surveys accurately reflect public opinion. Ultimately, this is an empirical question, albeit one that is not yet resolved. Validation studies

---

8We opted not to collect demographic information in order to minimize barriers to participation that might create differential non-response (Groves et al., 1992).
should be run to check, among other things, how robust our results are to the ad hoc sampling approaches used by the groups in the case studies and to check the predictions from the model.

Another question for further research is how we make the estimates described above more efficiently—either by requiring fewer votes or fewer participants. Our Bayesian framework provides a natural approach to this problem: we should choose the prompt that tightens the posterior distribution most for the parameters of interest (Lindley, 1956; Glickman and Jensen, 2005), a solution suggested by the literature on Bayesian experimental design (Chaloner and Verdinelli, 1995). However, maximizing the amount of information per vote may not maximize the amount of information per participant, which is determined by both the information per vote and the number of votes cast (von Ahn and Dabbish, 2008). That is, an algorithm that chooses very informative prompts from a statistical perspective might not be effective if people do not enjoy responding to those kinds of prompts. Thus, algorithms need to address both maximization of information per prompt and participation by, for example, choosing prompts (or sequences of prompts) that respondents enjoy answering.

Finally, we note that pairwise wiki surveys are best suited for situations in which there is a single predetermined question. Future research might develop methods for mixing elements of pairwise wiki surveys with traditional surveys. Additional types of wiki surveys could also be developed that are amenable to multiple predetermined questions, or even in which respondents themselves help to generate the questions (Sullivan et al., 1979; Gal and Rucker, 2011).

Given the numerous limitations described above, we have taken several steps to facilitate the rapid development of wiki surveys. First, we made it easy for users of allourideas.org to download the data from their wiki survey for offline analysis. We hope this will lead to new ways of estimating information from the votes and will make the website a useful tool for others. Second, we have created an Application Programming Interface (API) which allows anyone to build a pairwise comparison website using the tools and algorithms that we have developed. Finally, all the code that powers the API and allourideas.org is available open-source to anyone who wishes to use or improve it (github.com/allourideas). We hope that these steps will lead to rapid development of wiki surveys so that researchers can take full advantage of the possibilities of this open and quantifiable form of data collection.
A Website implementation

When implementing pairwise wiki surveys at [www.allourideas.org](http://www.allourideas.org), we encountered two main methodological issues: 1) choosing prompts to present to voters and 2) using the votes to estimate public opinion. We solved these problems using relatively simple heuristic approaches that were able to run in real time. Because these approaches were used during our data collection, we present them here for completeness. However, in future research, as described in Section 7, we plan to unify these two issues by displaying subsequent prompts that maximize the information learned about the most important parameters in the model (Chaloner and Verdinelli, 1995).

A.1 Selection of prompts

The simplest way to select prompts for the voters would be to sample with uniform probability from the set of prompts. However, because the wiki surveys are collaborative, participants contribute new items throughout the voting process so prompts with user-submitted items will tend to have fewer completed contests (a completed contest occurs when a prompt is sent to a voter and the voter returns a choice of one item or the other). This means that using the simplest approach would result in more completed contests—and therefore more precise estimates—for seed items than user-submitted items. This is far from ideal because the user-submitted items are potentially the most interesting ones. Instead, it is preferable to spread the appearances more evenly over the set of prompts. Therefore, we developed a “catch up” algorithm, which shows prompts with fewer completed appearances with higher probability. In essence, it helps newer prompts “catch up” to older ones in terms of number of appearances. Specifically, the draw-wise probability for a given prompt \((i,j)\) is:

\[
p_{i,j} = \min \left( \frac{1}{n_{i,j} + 1}, \frac{1}{c_1} \right), \tau \}
\]

where \(n_{i,j}\) is the number of completed contests for prompt \((i,j)\), \(\alpha\) is a parameter that tunes the weight of the number of completed contests, and \(\tau\) is a “throttle” to ensure that the draw-wise probability never exceeds some threshold (it could create a poor user experience if the same prompt had a draw-wise probability of, say, 0.5). Finally, \(c_1\) and \(c_2\) are normalizing constants to ensure that the distribution sums to 1. Although somewhat awkward-looking, Eq. 7 is straightforward to implement and runs very quickly. As a first step we choose \(\alpha = 1\) and \(\tau = 0.05\), but the optimal values of these parameters are an open question.

A.2 Estimating public opinion

The estimate of public opinion that is presented to users is what we call the score of each item (see Fig. 2). The score of an item is the probability that the item will beat a randomly chosen item for a randomly chosen user-session. Given this focus on the probability of a win, a binomial model seems appropriate. If one assumes a uniform prior for a binomial random variable, the resulting posterior for the probability of a win follows a Beta distribution (Hoff, 2009). If we multiply the expected value of that Beta distribution by 100 (to place things on a more natural scale), we have

\[
\hat{s}_i = \frac{(w_i + 1)}{(w_i + 1) + (l_i + 1)} \times 100
\]

The normalizing constants are \(c_1 = \sum_i \frac{1}{n_{i,j} + 1}\) and \(c_2 = \sum_i \min \left( \frac{1}{n_{i,j} + 1}, \frac{1}{c_1} \right), \tau\) where \(\tau\) is the throttle, the maximum probability for a pair appearing in a draw.
where $w_i$ is the number of wins for item $i$ and $l_i$ is the number of losses for item $i$; see Hoff (2009, Ch. 3) for a derivation. Thus, the estimated score ranges from 0 to 100 and resembles a simple winning percentage with an additional term that provides some smoothing.

This approach is both easy to calculate and reasonably principled because it is derived from standard Bayesian methods. It also has several nice practical properties including that it produces a reasonable estimate for new items that have not appeared (e.g., $s'_i = 50$) and the amount the score changes with any specific vote decreases as the number of votes on the item increase. However, the approach also has some limitations. First, it does not account for the fact that votes are nested within voters. In other words, a person who votes 100 times will have 100 times the influence as someone who votes only once. Also, this approach does not consider the “strength of schedule” (i.e., the items that a given item has competed against). For example, this scoring approach gives equal weight to an item beating a popular item as to one beating an unpopular item. For these reasons and others, we developed the model described in Section 5 of the paper, which does not suffer from these two limitations, but which takes many hours to compute. In the cases considered in the paper, however, both the simple score (Eq. 5) and the modeled score (Eq. 6) turned out to be quite similar (correlation of greater than 0.95 in both cases). In the future, we hope to calculate the modeled score (Eq. 6) on the actual website; we suspect that approaches using variational inference will make that possible (see, e.g., Braun and McAuliffe (2010)).

B Model and computation

As described in the main text, a main statistical challenge is to use the votes (an example set of votes is listed in Table 1) to estimate public opinion, which in this case is defined to be a matrix $\Theta$ that represents how much the user in each session supports each idea. We begin by assuming a model for how the votes are generated, and a natural first choice would be

$$Pr(a \text{ beats } b \text{ in session } j) = F(\theta_{j,a} - \theta_{j,b}) \quad (9)$$

where $\theta_{j,a}$ is the appeal of item $a$ to the person in session $j$. That is, the probability that item $a$ beats item $b$ is a function of the difference in the appeals of the two items $\theta_{j,a}$ and $\theta_{j,b}$. In previous work, numerous functional forms have been assumed for $F$, but the two common choices are the cumulative standard normal—resulting in the Thurstone-Mosteller model (Thurstone, 1927; Mosteller, 1951)—or the logistic function—leading to the Bradley-Terry model (Bradley and Terry, 1952). In fact, Stern (1990) has shown that the Thurstone-Mosteller model and the Bradley-Terry model can both be viewed as special cases of a more general model, and empirically, both models produce estimates that are essentially equivalent (Stern, 1992). However, the Thurstone-Mosteller model is much more efficient computationally because it more naturally leads to the Gibbs sampling updates as described below. For that reason we assume that

$$Pr(a \text{ beats } b \text{ in session } j) = \Phi(\theta_{j,a} - \theta_{j,b}) \quad (10)$$

where $\Phi$ is the cumulative standard normal distribution. Thus, we map the difference between the appeals, which ranges from $-\infty$ to $\infty$, to a value that ranges from 0 to 1. Future work could explore the robustness of our estimates to the choice of the standard normal or could attempt to estimate the shape of $F$ directly. Another extension of the model would allow for ties, which are not allowed in our modeling framework. For more on ties in pairwise comparison models see David (1988).

Given the voting model described in equation 10, the likelihood can be written to resemble a
standard probit model, given a properly constructed design matrix $X$ and outcome vector $Y$,

$$p(\theta \mid Y, X) = \prod_{i=1}^{V} \Phi(x_i^T \theta)^{y_i}(1 - \Phi(x_i^T \theta))^{1-y_i} \tag{11}$$

In this case, $X$ has $V$ rows and $J \times K$ columns, where $V$ is the number of votes, $J$ is the number of user-sessions, and $K$ is the number of items. Therefore, $x_i = (x_{i1}, x_{i2}, \ldots, x_{im})$ and $m = J \times K$. In order for the algebra to work out properly, each row in $X$ has a “1” in the column of the user-session/item that appeared on the left of the pair and a “-1” on the column of the user-session/item that appeared on the right of the pair. $Y$ is a vector with $V$ entries that has a “1” if the item on the left wins and “0” if the item on the right wins. For example, the votes in Table 1 would lead to

$$Y = \begin{pmatrix} 1 \\ 0 \\ 1 \\ 1 \\ 0 \end{pmatrix} \quad \text{and} \quad X = \begin{pmatrix} \theta_{1,1} & \theta_{1,2} & \theta_{1,3} & \theta_{1,4} & \theta_{2,1} & \theta_{2,2} & \theta_{2,3} & \theta_{2,4} \\ 1 & 0 & 0 & 1 & 0 & 0 & 1 & -1 \\ 0 & 0 & 1 & 0 & 0 & -1 & 1 & 0 \\ 0 & 1 & 0 & 0 & 1 & -1 & 0 & 1 \end{pmatrix}$$

By explicitly estimating how much each person likes each item, this modeling approach naturally allows for heterogeneity in the preferences of the respondents. However, the cost of such flexibility is that there are an enormous number of parameters to be estimated; in the case of PlaNYC, there were about 500,000 parameters to estimate (~2,000 user-sessions × ~250 items) and in the case of the OECD there are more than 800,000 parameters (~3,000 user-sessions × ~275 items). Therefore, to add more structure to the problem and to allow for partial pooling of information across respondents (Gelman and Hill 2006; Rossi et al. 2006), we add hierarchical terms in the model that assume that the preferences for each item are normally distributed with an item specific mean $\mu_k$ and a common standard deviation of $\sigma$,

$$p(\theta \mid Y, X, \mu, \sigma) = \prod_{i=1}^{V} \Phi(x_i^T \theta)^{y_i}(1 - \Phi(x_i^T \theta))^{1-y_i} \times \prod_{j=1}^{J} \prod_{k=1}^{K} N(\theta_{j,k} \mid \mu_k, \sigma) \tag{12}$$

where $\mu = \mu_1 \ldots \mu_K$ and $\sigma$ is assumed to be 1.

Future work could improve the model by estimating $\sigma$ directly, estimating a $\sigma_k$ for each item, or even estimating the functional form that the $\theta_{j,k}$ follow for each $k$.

---

Table 1: An example of five responses given in two user-sessions. The bolded item is the one that was chosen by the respondent.
Finally we add conjugate priors to yield the following posterior distribution:

\[
p(\theta, \mu, | Y, X, \sigma, \mu_0, \tau_0^2) \propto \prod_{i=1}^{V} \Phi(x_i^T \theta)^{y_i} (1 - \Phi(x_i^T \theta))^{1-y_i} \times \prod_{j=1}^{J} \prod_{k=1}^{K} N(\theta_{j,k} | \mu_k, \sigma) \times \prod_{k=1}^{K} N(\mu_k | \mu_0[k], \tau_0^2[k])
\]

The model is represented graphically in Figure 9.

As is common in discrete-choice models (Train, 2009), the model above is only weakly identified because one could add a constant \(c\) to all the \(\theta\) parameters and leave the posterior largely unchanged.\(^{11}\) Therefore, we pick an arbitrary item to have \(\mu_k = 0\) which requires setting the hyper-parameters \(\mu_0[k] = 0\) and \(\tau_0^2[k] = 0.000001\). For the remaining items, we set weakly informative priors: \(\mu_0[k] = 0\), \(\tau_0^2[k] = 4\).

Before attempting to sample from this posterior distribution, we perform two “tricks” that greatly facilitate computation, but which do not affect the underlying model that we are estimating. First, we note that in practice many user-sessions do not encounter many of the items. For example, in the voting data in Table 1 user-session 1 never encountered item 2 and user-session 2 never encountered item 1. Thus, we note that there are actually two types of \(\theta\) parameters, those that are informed by a specific vote (in this case, \(\theta_{1,1}, \theta_{1,3}, \theta_{1,4}, \theta_{2,2}, \theta_{2,3}, \theta_{2,4}\)) and those that are not (in this case, \(\theta_{1,2}, \theta_{2,1}\)). Thus, we note that

\[
p(\theta | Y, X, \mu, \sigma) = p(\theta_v | Y, X, \mu, \sigma) \times p(\theta_h | \mu, \sigma)
\]

\(^{11}\)It is perhaps easier to see this non-identifiability in the model for a single vote (Eq. 10).
where $\theta_v$ are parameters that are estimated from the votes and the hyper-parameters and $\theta_h$ are parameters that depend on the votes only through the hyper-parameters, and $\check{X}$ is the reduced form of the original design matrix $X$ that only includes columns for $\theta \in \theta_v$. For example, for the votes in Table 1, $\check{X}$ is

$$\check{X} = \begin{pmatrix} \theta_{1,1} & \theta_{1,3} & \theta_{1,4} & \theta_{2,2} & \theta_{2,3} & \theta_{2,4} \\ 1 & 0 & -1 & 0 \\ -1 & 1 & 0 & 0 \\ 0 & -1 & 1 \\ 0 & 0 & 1 & -1 \\ -1 & 0 & 1 \\ \end{pmatrix}$$

In this simple example $\check{X}$ is 33% smaller than $X$, but in the cases considered in the paper the reduction is much more substantial: In the PlaNYC pairwise wiki survey, $\check{X}$ is about 90% smaller than $X$, and in the OECD pairwise wiki survey, $\check{X}$ is about 95% smaller than $X$. Reducing the size of the design matrix in this way yields a substantial savings in terms of computing time and RAM needed to approximate the posterior. Given this trick, we can re-write equation 12 as follows:

$$p(\theta_v, \theta_h \mid Y, X, \mu) \propto \prod_{i=1}^{V} \Phi(x_i^T \theta_v)^{y_i}(1 - \Phi(x_i^T \theta_v))^{1-y_i} \times \prod_{(j,k)} N(\theta_{j,k} \mid \mu_k, \sigma) \times \prod_{(j,k)} N(\theta_{j,k} \mid \mu_k, \sigma) \times K \prod_{k=1}^{K} N(\mu_k \mid \mu_{0[k]}, \tau_{0[k]}^2) \quad (15)$$

A second computational trick is to note that by introducing a latent variable $z$ we are able to sample from the posterior more easily, an approach sometimes called data augmentation. Roughly, we are assuming that although we observe a discrete outcome $y_i$, there is actually an underlying continuous value $z_i$ that generates $y_i$. As shown by Albert and Chib (1993), including this continuous latent variable in our model enables us to sample from the posterior distribution more easily. For a more thorough discussion of this type of data augmentation, see Lynch (2007) and Jackman (2009).

Combining these two “tricks,” we are left with the following posterior distribution:

$$p(\theta_v, \theta_h, z, \mu \mid Y, \check{X}, \sigma, \mu_0, \tau_0^2) \propto \left( \prod_{i=1}^{V} (I(z_i > 0)I(y_i = 1) + I(z_i < 0)I(y_i = 0)) \times \prod_{(j,k)} N(\theta_{j,k} \mid \mu_k, \sigma) \right) \times \prod_{(j,k)} N(\theta_{j,k} \mid \mu_k, \sigma) \times K \prod_{k=1}^{K} N(\mu_k \mid \mu_{0[k]}, \tau_{0[k]}^2) \quad (16)$$

To make draws from this posterior distribution in equation 16 we use Markov chain Monte Carlo, specifically Gibbs sampling (Gelfand and Smith, 1990). That is, we repeatedly draw from the conditional distribution for each parameter given the current values of the other parameters; for a review of Gibbs sampling, see Gelman et al. (2003). As is standard practice (Gelman and Shirley, 2011), we ran three parallel chains from over-dispersed starting values for 200,000 steps, saving every...
200th draw, and discarded the first half of each chain as burn-in. At that point, all parameter estimates had approximately converged, \( \hat{R} < 1.1 \) (Gelman et al., 2003), and so we combined the post burn-in draws to summarize the posterior distribution. Overall, these computations took about 36 hours per dataset on a fast desktop computer. Computer code to make these draws was written in R (R Development Core Team, 2011) and utilized several packages: \texttt{plyr} (Wickham, 2011a), \texttt{multicore} (Urbanek, 2011), \texttt{bigmemory} (Kane and Emerson, 2011), \texttt{truncnorm} (Trautmann et al., 2011), \texttt{testthat} (Wickham, 2011b), and \texttt{Matrix} (Bates and Maechler, 2011). Upon publication of this article, all code used to produce analysis in this paper will be released to the public.

When fitting the model to the case studies in this paper, we estimated parameters for items that were active at the end of voting and had at least one win and at least one loss. Votes involving ideas that did not meet these criteria were not used in model fitting. We also did not use votes that were flagged by the website as being invalid.\footnote{Flagging some votes as invalid is part of our attempt to make the wiki survey more manipulation-resistant (Resnick and Sami, 2008). In all data collection, researchers must be wary of respondents who wish to manipulate results, but those risks are probably higher than typical in this research. There are two ways that a vote can be flagged as invalid. First, if we receive multiple responses for the same prompt appearance (as would occur if the respondent tried to click several times before the page reloads), then only the first response is marked valid; the others are marked invalid. Second, all votes that occur immediately following a response “I can’t decide” (see voting screen in Fig. 2) are marked invalid. These votes are not included in estimation because in a previous wiki survey we detected a respondent who attempted to manipulate the results by clicking “I can’t decide” until his or her preferred idea was presented, at which point he or she voted for that idea. Our flagging procedure prevents this manipulation from influencing the results. Though our approach probably invalidates some legitimate data, we prefer to err on the side of caution. Finally, we note that these procedures do not protect against all possible forms of manipulation, and future research will be necessary to make wiki surveys more manipulation-resistant. In the two case studies presented in this paper, we do not believe that any large manipulations took place.} To find this set of items to estimate and votes to use, we began with all raw votes (PlaNYC: 28,829, OECD: 28,599) and all ideas that were active at the end of the wiki survey (PlaNYC: 269, OECD: 285). After excluding invalid votes, we were left with a proposed set of votes to use for estimation (PlaNYC: 26,728, OECD: 25,475).\footnote{The OECD wiki survey had a period of internal pilot testing from September 3, 2010 to September 15, 2010. All votes cast during this time were flagged as invalid and all ideas uploaded during this time were set to be seed ideas.} Next, we created a proposed set of ideas to estimate from all ideas that were active at the end of voting and had at least one win and one loss in the proposed set of votes (PlaNYC: 269, OECD: 285). Then we dropped all votes that were not between two ideas in the proposed set of ideas resulting in a new proposed set of votes for estimation (PlaNYC: 26,644, OECD: 23,922). Finally, we verified that given the proposed set of votes for estimation and the proposed set of ideas for estimation, all ideas to be estimated had at least one win and at least one loss. In the end, for PlaNYC this procedure yielded 26,644 votes on 269 ideas cast in 2,016 user-sessions, and for the OECD this procedure yielded 23,922 votes on 285 ideas cast in 2,851 user-sessions.

These votes and ideas were then used to fit the model in equation 16 using Gibbs sampling with five update steps.

- **Step 1:** Draw \( z \mid Y, \theta_v, \hat{X} \)

Recall that \( z \) is the underlying latent outcome which we cannot observe. Based on ideas developed in Albert and Chib (1993), we sample \( z \) from a truncated normal distribution such that \( z_i > 0 \) if \( y_i = 1 \) and \( z_i < 0 \) if \( y_i = 0 \). That is,

\[
z_i \sim \begin{cases} 
N(\hat{x}_i^T \theta_v, 1) I(z_i^* > 0) & \text{if } y_i = 1 \\
N(\hat{x}_i^T \theta_v, 1) I(z_i^* < 0) & \text{if } y_i = 0 
\end{cases}
\]

where \( I \) is an indication function which equals 1 when its argument is true and 0 when false (Jackman, 2009). This indicator function ensures that we are drawing from a properly truncated dis-
tribution. Computationally, we draw from the truncated normal using the `truncnorm` package in `R` (Trautmann et al., 2011).

- **Step 2:** Draw \( \theta_v \mid z, \mu, \hat{X}, \sigma \)

  Under the data augmentation approach of Albert and Chib (1993), once we have simulated \( z \), the latent outcome, we are left with a standard hierarchical linear model. To update \( \theta_v \) we use the “all-at-once” approach described in Gelman et al. (2008).

  That is,

  \[
  \theta_v \sim N(\hat{\theta}_d, \hat{V}_{\theta_v}) \tag{18}
  \]

  where

  \[
  \hat{\theta}_d = (\hat{X}^T \Sigma^{-1} \hat{X})^{-1} \hat{X}^T \Sigma^{-1} \hat{Y} \quad \text{and} \quad \hat{V}_{\theta_v} = (\hat{X}^T \Sigma^{-1} \hat{X})^{-1} \tilde{X}^T I \tilde{X}^{-1}
  \]

  \[
  \tilde{X} = \begin{pmatrix} \hat{X} \\ I \end{pmatrix}, \quad \hat{Y} = \begin{pmatrix} Y \\ \tilde{\mu} \end{pmatrix}, \quad \text{and} \quad \tilde{\Sigma} = \begin{pmatrix} \Sigma_y & 0 \\ 0 & \Sigma_{\theta} \end{pmatrix}
  \]

  Further, \( I \) is the identity matrix, \( \Sigma_y = \text{Diag}(1) \), \( \Sigma_{\theta} = \text{Diag}(\sigma) \), and \( \tilde{\mu} \) is a vector that is the same length as \( \theta_v \) and represents an “expanded” version of \( \mu \). That is, if the \( i^{th} \) column of \( \hat{X} \) represents item \( k \) (independent of what user-session is involved), then the \( i^{th} \) element of \( \tilde{\mu} \) is \( \mu_k \).

  Computationally, we note that \( \tilde{X} \) and \( \tilde{\Sigma} \) are almost all zeros, so the calculations described above to make a draw are made using sparse matrix routines that are implemented in the `Matrix` package in R (Bates and Maechler, 2011).

- **Step 3:** Update \( \theta_h \mid \mu, \sigma \)

  A large number of the \( \theta \) parameters are determined by data only through the hyper-parameters. For these \( \theta \), which we call \( \theta_h \), we update as follows:

  \[
  \theta_{j,k} \sim N(\mu_k, \sigma) \quad \forall \quad \theta_{j,k} \in \theta_h \tag{19}
  \]

  Thus, this step is roughly like an imputation based on the overall estimated characteristics of the population. Computationally, no special steps are required to make these updates.

  We note that this step highlights an assumption that we are making about the preferences of our respondents: that the \( \theta \)’s in \( \theta_v \) are directly informative about the \( \theta \)’s in \( \theta_h \). We can think of two cases in which this might not be true. First, consider an item uploaded by a person in user-session \( j \). All user-sessions before \( j \) did not have a chance to vote on this item so we will estimate their liking of this item based on the users after user-session \( j \). Therefore, if for some reason the preferences of users to the site vary systematically over time, this procedure will not work well. Second, the greedy nature of the wiki survey could also lead to problems if people who vote many times have systematically different preferences than those who vote fewer times. For example, imagine that there are two types of people: vegans and non-vegans. Further, imagine that all vegans love bicycles, all non-vegans hate bicycles, and that vegans cast more votes than non-vegans. Now, if we have a user-session \( j \) that did not vote on an idea \( k \) (“more bike racks in Manhattan”), the model will estimate \( \theta_{j,k} \) based on the other \( \theta_{i,k} \in \theta_v \). But, in this case, the \( \theta_{j,k} \in \theta_v \) over-represent opinions of vegans relative to non-vegans. This example shows that an important extension to the model would include co-variates at the level of the user-session and at the level of the item, not just because these are substantively meaningful, but because these can reduce distortions caused by the unequal amount of votes that we have from each user-session. We think these issues of model robustness will be an important area of future research.

- **Step 4:** Update \( \mu \mid \theta_v, \theta_h, \sigma, \mu_0, \tau_0^2 \)
\[ \mu_k \sim N(\mu, \tau^2) \]  

where

\[ \mu = \frac{\frac{1}{\alpha} \mu_0 + \frac{n}{\sigma^2} \bar{\theta},k}{\frac{1}{\alpha} + \frac{n}{\sigma^2}} \quad \text{and} \quad \tau^2 = \frac{1}{\frac{1}{\alpha} + \frac{n}{\sigma^2}} \]

where \( \bar{\theta},k \) is the mean of the \( \theta \) for a specific item \( k \) (that is, \( \frac{1}{J} \sum_{j=1}^{J} \theta_{j,k} \)) and \( n \) is the number of estimates involved (in this case, the number of user-sessions, \( J \)). See Hoff (2009, Ch. 6) for a derivation. No special computational issues are involved in this update.
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