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Abstract 
 
The Gaussian graphical model, a popular paradigm for studying relationship among variables in a wide 
range of applications, has attracted great attention in recent years. This talk considers a fundamental 
question: When is it possible to estimate low-dimensional parameters at parametric square-root rate in 
a large Gaussian graphical model? A novel tuning-free regression approach is proposed to obtain 
asymptotically efficient estimation of each entry of a precision matrix under a sparseness condition 
relative to the sample size. When the precision matrix is not sufficiently sparse, a lower bound is 
established to show that it is no longer possible to achieve the parametric rate in the estimation of each 
entry through a novel construction of a subset of sparse precision matrices in an application of Le 
Cam’s Lemma. Moreover, the proposed estimator is proven to have optimal convergence rate when the 
parametric rate cannot be achieved, under a minimal sample requirement. 
 
Starting from this fundamental inference result, we can obtain almost all results in estimating Gaussian 
graphical model in literature. The asymptotic efficiency estimator is applied to test the presence of 
each edge and provide its confidence interval, do adaptive support recovery, to obtain adaptive rate-
optimal estimation of the en- tire precision matrix under various matrix ℓq operator norms, to make 
inference in latent variable graphical model and to make inference in covariate-adjusted graphical 
model. All these are achieved under a minimal sparsity condition on the precision matrix and a side 
condition on the range of its spectrum. This significantly relaxes the commonly imposed uniform 
signal strength condition, irrepresentable condition or the ℓ1 constraint on the precision matrix. 

 
Computational issue is investigated. A fast algorithm which computes the exact solution is proposed. 
Surprisingly, this new algorithm makes computation possible even if the dimension p ≥ 10000 and 
yields confidence intervals of p(p − 1)/2 edges simultaneously. Numerical results confirm our 
theoretical findings. Our method significantly outperforms the popular GLasso algorithm for support 
recovery. 
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