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Abstract

This paper studies the effects of market shocks on the behavior of autocorrelation of normalized volatility changes and Fama-French Factors. Furthermore, the paper offers methods to use autocorrelation of normalized volatility changes as an independent predictor of factor performance. Finally, coupled with methods of modeling volatility described within, the paper offers a method to construct efficient portfolios of Fama-French factors as a way to hedge against increased volatility levels.
1 Introduction

Volatility plays an integral role within financial markets and is, as such, a subject of interest for institutional and retail investors alike. In fact, in April of 2019, institutional investors were net short about 178,000 VIX futures contracts on April 23, the largest such position on record since 2004\textsuperscript{1}. It is clear that even at times of relative stability within financial markets, a significant amount of capital and other resources is dedicated to the study of volatility. Yet, the importance of researching volatility is best demonstrated at times when the relative stability of the financial markets is disturbed, a concept with which investors in the current market are more than acquainted with.

Spurred by the COVID-19 market crisis, 304\textsuperscript{2} hedge funds liquidated solely in the first quarter of 2020, marking a new record that spans five years. Yet, these closures are no surprise given record high volatility experienced by the financial markets, with the fastest drop in global equity markets in financial history. Consequently, daily volatility averaged 2.17\% in 2020, a significant increase to levels exhibited in 2019 which stood at only 0.78\%. Such a drastic increase in volatility is catastrophic for investors on its own. Coupled with the fact that institutional investors were mainly betting on calm waters (as demonstrated by the record net short position in 2019), the sudden increase in volatility produced the conditions for a “perfect storm”.

The catastrophic results exhibited by a significant population of funds in early 2020 raises the question whether there exists a systematic way to not only react to increased market volatility in a modular and diversifiable manner, but to track and forecast the development of volatility in real time. As such, this paper seeks to explore ways to model market volatility and determine systematic links between increases in volatility and the performance of core market factors. The necessity of establishing a relationship between increased volatility and market performance is clear if one seeks to respond to said changes in volatility.
Yet, the universe of possible financial instruments with which an investor can hedge against volatility is sizable and exploring relationships for all would be infeasible. Consequently, this paper explores the relationship between increased volatility and the three core factors as described by the Fama–French three-factor model. Given their construction and nature, relationships established between volatility and the Fama-French factors can be extrapolated to a large variety of financial instruments through the use of mimicking portfolios, as is described later within this paper.

2 Data

As described in the introduction, there are two areas of interests for which data is required: equity returns volatility and Fama-French factors.

2.1 Returns Data

As a proxy for the general US equities market, I use the S&P 500 index, given its wide coverage of the total market capitalization in the US. The return data spans from January 1st, 2000 to May 5th, 2020 and was obtained directly from Yahoo Finance. The initial data set, therefore, consists of 5,370 observations of daily returns. Under the assumption that the S&P 500 index serves as a proxy for the market the volatility of daily returns within this data set will consequently serve as a proxy for general market volatility.

2.2 Fama-French Factor Data

Data for market factor returns is obtained through the Kenneth R. French - Data Library, in daily form, ranging from January 2000 to May 2021. The acquired data set spans the same period and also consists of 5,370 observations. Three factors are under my consideration: the excess return of the market, the SMB factor, and the HML factor.
SMB (Small Minus Big) is the average return on the three small portfolios minus the average return on the three big portfolios, while HML (High Minus Low) is the average return on the two value portfolios minus the average return on the two growth portfolios. The excess return on the market is defined as the value-weight return of all CRSP firms incorporated in the US and listed on the NYSE, AMEX, or NASDAQ that have a CRSP share code of 10 or 11 at the beginning of month t, good shares and price data at the beginning of t, and good return data for t minus the one-month Treasury bill rate (from Ibbotson Associates).

3 Methodology

This paper’s methodology can be divided into the following steps: Establishing the Effects of Market Shocks, Exploration of Volatility-Factor Relationships, Volatility Forecasting, and Portfolio Construction. Such an ordering offers a logically sound path through the goals of this paper, from establishing historical relationships through forecasting methods to constructing portfolios which can be employed in reality.

3.1 Establishing the Effects of Market Shocks

As described beforehand, my data spans both periods of relative calm within markets and market shocks. I could employ a brute force method of exploring the effects of heightened volatility throughout this data set, yet it seems wasteful and difficult to follow. Consequently, I divide returns data into two two subsets: the control group (periods when market shocks are absent) and market shocks. Such a division serves only as a baseline for further exploration into the relationship between heightened volatility and Fama-French factors.

To begin with, I define market shocks as periods where the market loses more than 10% of its value within a month and is solely bound to the downturn and does not include rebounds. The threshold of 10% was chosen as it represents a significant decrease in market capitalization while also providing a total of 967 observations. On the other hand, increased
thresholds significantly reduce the number of observations, with a threshold of 20% already reducing the total number of observations to 181, which would be less than necessary to properly examine any relationship between volatility and factor performance. Although crude, defining market shocks in this manner allows for a first glimpse into the effects of market shocks on both volatility and Fama-French factors, which is useful for further, deeper analysis.

I used a simple Python algorithm (Appendix I) to find periods where such a definition holds. Figure I displays the S&P500’s equity with periods of market shocks painted in red. Equity is defined as cumulative returns with the baseline set at 100% equity on January 1st 2000.

![Figure 1: SPY Equity 2000-2020](image)

Following the aforementioned definition of market shocks, one can notice that the SPY index has seen 18 major sell-offs. In total, we observe 642 daily returns during market shocks and 4,310 daily returns during normal market conditions. With clearly defined periods of market shocks, we can move to the next step and examine the effects of market shocks on volatility and Fama-French factors.
3.1.1 Market Shock Effect on Volatility

First, I examine the effects of market shocks on volatility in the hopes of establishing volatility as an indicator variable for future shocks. I define volatility of daily returns as the standard deviation of daily returns for a given period. Specifically, I observe the trailing one month volatility and, as such, calculate volatility as the standard deviation of returns for a period of 20 observations of returns (average trading month). This period is trailing, in other words, for any point in time within the data set the period is defined as containing returns from 20 days prior up to the point in question.

However, on its own, absolute volatility is not useful for measuring the extent of market shocks as it offers no context in regard to the volatility for the rest of the year. A far better relative measure is normalized volatility which represents current volatility as a Z-score based on the trailing one year distribution. Specifically, volatility is normalized based on Equation (1).

\[
\hat{\sigma}_t = \frac{\sigma_t - \bar{\sigma}_{t-250:t}}{\sigma_{t-250:t}}
\]

Equation (1)

Normalizing volatility binds volatility spanning 20 years within a clearly defined interval which makes handling data far easier. Calculating the Z-score for all days within the data set yields 4,994 observations. The distribution of volatility Z-score in comparison to its absolute value is depicted in Figure 2.
As can be seen in Figure 2, Z-scores of volatility are centered around a mean of -0.01 with significant tails which, as shown in the time-series plot (Figure 4.), correlate with periods I defined as market shocks (painted red). This correlation is expected, given that the definition of market shocks is directly related to increased volatility. As such, observing market shock effects on Z-scores yields no additional systemic indicator of market shocks when compared to absolute volatility. The additional computational power is, therefore, wasted if I were to use solely volatility z-scores as an indicator.
However, it is important to note that observing volatility z-scores gives further nuance that is not captured by my previous definition of market shocks. Namely, one can observe spikes in z-scores that are not painted red in Figure 3, indicating that defining market shocks through volatility and its z-scores is a better option when compared to rigid performance thresholds - a promising aspect. Yet, the issue of additional computational power for calculating z-scores with no additional indicative power in comparison to absolute still stands. However, the same issue does not stand when observing daily changes in volatility z-scores and a new potential relationship between market shocks and volatility appears. Daily change in volatility z-score is simply calculated as the difference between the normalized trailing 20-day volatility at day T and at day T-1 and is allowed to be both positive and negative.

![Scatterplot of Z-Score Daily Change vs Date](image)

**Figure 4: Daily Changes in Volatility Z-scores**

*Figure 4.* displays daily changes in volatility z-scores during two separate market shocks. One can immediately notice that, at least on first glance, there exists autocorrelation with a one-day shift within the observations. Although a chart such as *Figure 4.* is useful as a pointer that autocorrelation could exist, I need to test the distributions of Z-score changes for the control and market shock groups to conclude whether this is indeed the case. I calculate autocorrelation of daily volatility z-score changes as a Pearson correlation between values of
the daily change with a lag of one day for a trailing period of one month, or twenty trading
days, throughout the data set; a method that follows my calculation of normalized volatility
itself. Written mathematically, the equation is as follows:

\[ \rho_{\Delta \sigma \Delta \sigma} = \rho(\Delta \sigma_t, \Delta \sigma_{t-1}...\Delta \sigma_{t-19}, \Delta \sigma_{t-20}) \]

*Equation (2)*

From this point onward, for simplicity, I refer to the autocorrelation of the volatility
z-score daily change as **autocorrelation**. The distribution of autocorrelation throughout
the data set is displayed in *Figure 5*.

![Distribution of Autocorrelation](image)

*Figure 5: Autocorrelation Distribution*

Unlike either absolute volatility or normalized volatility, the distribution of autocorrelation
is highly symmetrical, with no significant tails or skewness. In fact, the distribution is close
to normally distributed, with an Anderson-Darling statistic of 2.8. Such a distribution shows
promise for the prospect of using autocorrelation as an indicator of market shocks. To test
how the distribution of autocorrelation evolves during market shocks, I divide autocorrelation
into two sub-groups: the control group (periods when market shocks are absent) and market
shocks, following the same definition of market shocks as before. Below are plotted the distributions of autocorrelation for the two sub-groups alongside normality tests for both distributions.

Figure 6: Autocorrelation Distribution

3.1.1.1 Normality Tests

Table 1: Normality Test Results

<table>
<thead>
<tr>
<th>Sub-group</th>
<th>Normal Market</th>
<th>Market Shock</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-0.1%</td>
<td>-1.80%</td>
</tr>
<tr>
<td>Std. Deviation</td>
<td>0.20%</td>
<td>19.50%</td>
</tr>
<tr>
<td>AD</td>
<td>3.138</td>
<td>0.703</td>
</tr>
<tr>
<td>P-value</td>
<td>&lt;5.0%</td>
<td>6.60%</td>
</tr>
</tbody>
</table>

As demonstrated by the normality tests, autocorrelation becomes normally distributed during market shocks. This change in normality already indicates systemic changes in behavior of autocorrelation during market shocks, another pointer that I can use autocorrelation as an indicator of market shocks.
Furthermore, I conducted two tests for the differences in means between the two subgroups.

3.1.1.2 Two Sample T-test  Even though normal market autocorrelation is not strictly normal, it does fit the requirements for a two-sample t-test, given its large sample size and generally bell shaped distribution. The test is set up as follows:

\[ H_0 : \mu_{\text{normal}} = \mu_{\text{shock}} \]

\[ H_a : \mu_{\text{normal}} \neq \mu_{\text{shock}} \]

3.1.1.3 Mann-Whitney Test  Without requiring an assumption of normality during normal market conditions, a Mann-Whitney test is conducted:

\[ H_0 : \mu_{\text{normal}} = \mu_{\text{shock}} \]

\[ H_a : \mu_{\text{normal}} \neq \mu_{\text{shock}} \]

3.1.1.4 Results

<table>
<thead>
<tr>
<th>Test</th>
<th>Two Sample T-test</th>
<th>Mann-Whitney Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-Value</td>
<td>6.49</td>
<td>N/A</td>
</tr>
<tr>
<td>W-Value</td>
<td>N/A</td>
<td>1803828</td>
</tr>
<tr>
<td>DF</td>
<td>860</td>
<td>N/A</td>
</tr>
<tr>
<td>P-value</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Whether under the assumption that autocorrelation during normal market conditions is normally distributed or not, the mean difference between the two sub-groups is statistically significantly. This confirms the original hypothesis that autocorrelation does not only behave differently during market shocks but that its mean decreases substantially from near zero to -1.80%. Annualized, the true scale of the differences in means is readily apparent, as it equates to 28%. As such, I can use autocorrelation as an indicator of market shocks and, in
turn, the performance of Fama-french Factors. The final step is, therefore, the explore the performance of Fama-French factors to determine whether their returns behave differently during market shocks. Unsurprisingly, the underlying hypothesis is that their performance will decrease given my definition of market shocks.

3.1.2 Market Shock Effect on Fama French Factors

Similar to my approach in analyzing autocorrelation, I divide Fama-French factor returns into two sub-groups. Descriptive statistics for the two distributions can be found in the following tables.

Table 3: Fama-French Factors Return: Normal Market

<table>
<thead>
<tr>
<th>Factor</th>
<th>Mean Return</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mkt-RF</td>
<td>0.08%</td>
<td>0.21</td>
<td>3.02</td>
</tr>
<tr>
<td>SMB</td>
<td>0.02%</td>
<td>-0.10</td>
<td>3.12</td>
</tr>
<tr>
<td>HML</td>
<td>0.01%</td>
<td>0.48</td>
<td>8.58</td>
</tr>
</tbody>
</table>

Table 4: Fama-French Factors Return: Market Shock

<table>
<thead>
<tr>
<th>Factor</th>
<th>Mean Return</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mkt-RF</td>
<td>-0.36%</td>
<td>-0.01</td>
<td>4.50</td>
</tr>
<tr>
<td>SMB</td>
<td>-0.09%</td>
<td>0.01</td>
<td>5.73</td>
</tr>
<tr>
<td>HML</td>
<td>-0.05%</td>
<td>0.07</td>
<td>3.09</td>
</tr>
</tbody>
</table>
Once divided, I ran Mann-Whitney tests for all pairs within the two sub-groups. The results are displayed below.

\[ H_0 : \mu_{normal} - \mu_{shock} = 0 \]

\[ H_a : \mu_{normal} - \mu_{shock} \neq 0 \]

Table 5: Fama-French Factors Mann-Whitney Test

<table>
<thead>
<tr>
<th>Factor</th>
<th>W-Value</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mkt-RF</td>
<td>1381206</td>
<td>0.000</td>
</tr>
<tr>
<td>SMB</td>
<td>10802056</td>
<td>0.000</td>
</tr>
<tr>
<td>HML</td>
<td>10784449</td>
<td>0.001</td>
</tr>
</tbody>
</table>

All mean differences are statistically significant. Furthermore, as hypothesized, the reduction in the means of all factors is substantial, with annualized differences for the Mkt-RF, SMB, and HML factors being 396%, 49%, and 25% respectively. Finally, the distribution of returns itself changes, with skewness reverting to levels usually found in normal distributions. Given the drastic change in mean returns and the distribution of returns itself, it is clear that Fama-French factors, in the same manner as autocorrelation, are affected drastically by market shocks. Having established effects of increased volatility on both variables of interest, I move to explore any relationships between the variables themselves.
3.2 Exploration of Volatility-Factor Relationships

3.2.1 Negative Autocorrelation

Given my findings that autocorrelation tends to decrease, rather increase in the negative direction, I begin by examining the existence of any relationship between Fama-French factors and autocorrelation for the interval \([-0.4,0]\). The cut-off point of -0.4 is chosen as data beyond that cut-off becomes too scarce to conduct any meaningful research. To gain a quick overview, I graph the average returns of all three factors for periods where autocorrelation is less than an increasing threshold, represented on the x-axis.

![Figure 7: Average Factor Returns for Given Autocorrelation Intervals](image)

Red and orange rectangles indicate areas where the seemingly random walk of average returns exhibit a clear inflection point for all three factors. It is important to note that, given the trailing nature of averages depicted in the chart, the exact positioning of intervals is not going to be equal to those defined by the rectangles. However, they offer areas of interest within which I can explore any linear relationships. I use a Python script (Appendix II) to iterate through all possible intervals within the areas of interest and run linear regressions with factor returns as dependent and autocorrelation as the independent variable. Additionally, the script also tests for multiple lags within data, with possibilities ranging from 0 to 5 days.
All relationships which exhibit a significant P-value at a 95% confidence level are logged, alongside the total range captured by the interval and the R-squared of the regression.

For each factor, the number of regressions ran range from a few hundred to a few thousand. Therefore, I had to develop a systematic approach to choosing which relationship should be favored. Given that the end goal of these regressions is to predict factor performance, the range captured by each relationship is crucial. It would be impractical, and unlikely to ever be put in practice, to define relationships for ranges smaller than 1%. R-squared, as a function. On the other hand, the predictive function of these regression models also warrants favor to higher R-squared relationships. R-squared, as a function of range, decreases exponentially as range is increased. However, certain intervals yield higher R-squared values than the range warrants. An example can be found below, in graph format, for regressions ran on the Mkt-RF factor as a function of autocorrelation for the interval [0.2,0.3].

![Figure 8: Mkt-RF Returns as a Function of Autocorrelation](image)

Points colored in red deviate from the main sequence, offering higher R-squared values than is warranted by their range. The point with the largest vertical distance from the main sequence is chosen as the preferred range in which the relationship will be described using.
linear regression. This process is repeated for each factor and each range for which the Python script has ran regressions. For the sake of reducing clutter, graphs and respective analyses beyond the example above will not be shown. Only the optimal range and its respective linear regression function will be displayed. Below are shown all optimal regression results in a tabular format. Regression titles indicate the range for which the relationship was tested, as well as the lag applied to factor returns before regressing.

3.2.1.1 Mkt-RF

Table 6:

<table>
<thead>
<tr>
<th>Autocorrelation</th>
<th>Dependent variable:</th>
</tr>
</thead>
<tbody>
<tr>
<td>[-0.2262,-0.1998] 4-day Lag</td>
<td>[-0.3133,-0.3045] 3-Day Lag</td>
</tr>
<tr>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Mkt-RF</td>
<td>0.360*** (0.102)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.078*** (0.022)</td>
</tr>
<tr>
<td>Observations</td>
<td>189</td>
</tr>
<tr>
<td>R²</td>
<td>0.063</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.058</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.011 (df = 187)</td>
</tr>
<tr>
<td>F Statistic</td>
<td>12.529*** (df = 1; 187)</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01

Table 7:

<table>
<thead>
<tr>
<th>Autocorrelation</th>
<th>Dependent variable:</th>
</tr>
</thead>
<tbody>
<tr>
<td>[-0.4285,-0.4115] 4-Day Lag</td>
<td></td>
</tr>
<tr>
<td>Mkt-RF</td>
<td>1.769*** (0.325)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.742*** (0.136)</td>
</tr>
<tr>
<td>Observations</td>
<td>34</td>
</tr>
<tr>
<td>R²</td>
<td>0.480</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.464</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.009 (df = 32)</td>
</tr>
<tr>
<td>F Statistic</td>
<td>29.560*** (df = 1; 32)</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01
### 3.2.1.2 SMB

**Table 8:**

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>Autocorrelation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[-0.2166,-0.2094] 3-day Lag</td>
</tr>
<tr>
<td>SMB</td>
<td>1.048*** (0.311)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.224*** (0.066)</td>
</tr>
<tr>
<td>Observations</td>
<td>53</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.163</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.167</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.005 (df = 51)</td>
</tr>
<tr>
<td>F Statistic</td>
<td>11.390*** (df = 1; 51)</td>
</tr>
</tbody>
</table>

*Note:* *p*<0.1; **p**<0.05; ***p***<0.01

**Table 9:**

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>Autocorrelation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[-0.4315,-0.4205] 2-Day Lag</td>
</tr>
<tr>
<td>SMB</td>
<td>1.582*** (0.349)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.675*** (0.149)</td>
</tr>
<tr>
<td>Observations</td>
<td>21</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.519</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.494</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.004 (df = 19)</td>
</tr>
<tr>
<td>F Statistic</td>
<td>20.519*** (df = 1; 19)</td>
</tr>
</tbody>
</table>

*Note:* *p*<0.1; **p**<0.05; ***p***<0.01
3.2.1.3 HML

Table 10:

<table>
<thead>
<tr>
<th></th>
<th>Autocorrelation</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[-0.2136,-0.2058] 3-day Lag</td>
<td>[-0.3288,-0.3028] 4-Day Lag</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td></td>
</tr>
<tr>
<td>HML</td>
<td>-1.037***</td>
<td>0.368***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.254)</td>
<td>(0.075)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-0.218***</td>
<td>0.117***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.053)</td>
<td>(0.024)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>55</td>
<td>103</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.239</td>
<td>0.194</td>
<td></td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.225</td>
<td>0.186</td>
<td></td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.004 (df = 53)</td>
<td>0.006 (df = 101)</td>
<td></td>
</tr>
<tr>
<td>F Statistic</td>
<td>16.650*** (df = 1; 53)</td>
<td>24.371*** (df = 1; 101)</td>
<td></td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01

3.2.1.4 Conclusion As hypothesized when looking at areas of interests in Figure 7, there are intervals of autocorrelation that yield linear relationships between autocorrelation and the performance of market factors. Unfortunately for the purpose of forecasting out of sample returns, the range of those intervals is low across the board when autocorrelation is negative. However, R-squared values, especially for the range [-0.43, -0.41], are quite high for a simple linear relationship. As such, even with the restricted range, it is possible to forecast factor returns based on autocorrelation levels; no doubt, a useful tool for investors is starting to take shape.
### 3.2.2 Positive Autocorrelation

Not to neglect a whole quadrant, I will also explore the relationship between autocorrelation and factor returns in the interval <0,1]. As with negative autocorrelation, I graph the average returns of all three factors for periods where autocorrelation is greater than an increasing threshold, represented on the x-axis.

![Figure 9: Average Factor Returns for Given Autocorrelation Intervals](image)

As before, the red rectangle indicates the area where factor returns exhibit behavior that is profoundly different from the rest of the sample. Although changes past three sigma seem drastic, these changes are mainly attributable to a rapid decay in observations and the quick exclusionary principle upon which the graph operates. In fact, the distribution of returns past three sigma, or an autocorrelation cut-off of 0.4, is not statistically different from normal market returns, as is shown in the two sample t-tests below.

\[
H_0 : \mu_{normal} = \mu_{shock}
\]

\[
H_a : \mu_{normal} \neq \mu_{shock}
\]
Table 11: Fama-French Factors Return Past 0.4 Autocorrelation

<table>
<thead>
<tr>
<th>Factor</th>
<th>Mean Difference</th>
<th>T-Value</th>
<th>DF</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mkt-RF</td>
<td>0.000020</td>
<td>0.01</td>
<td>63</td>
<td>0.992</td>
</tr>
<tr>
<td>SMB</td>
<td>-0.000475</td>
<td>-0.62</td>
<td>64</td>
<td>0.538</td>
</tr>
<tr>
<td>HML</td>
<td>0.000040</td>
<td>0.04</td>
<td>64</td>
<td>0.972</td>
</tr>
</tbody>
</table>

Considering returns past three sigma do not different significantly from normal market conditions, I have focused my analysis on samples in the range [0,0.4]. As before, I redraw the graph excluding [0.4,1]

Figure 10: Average Factor Returns for Given Autocorrelation Intervals

As before, red and orange rectangles indicate areas where the seemingly random walk of average returns exhibit a clear inflection point for all three factors. I repeated the same analysis I conducted for negative autocorrelation, resulting in the following optimal linear relationships between autocorrelation and Fama-French factors.
### 3.2.2.1 Mkt-RF

#### Table 12:

**Dependent variable:**

<table>
<thead>
<tr>
<th>Autocorrelation</th>
<th>4-day Lag</th>
<th>4-Day Lag</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0.1955,0.2235]</td>
<td>[0.2608,0.2893]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mkt-RF</td>
<td>−0.446*** (0.110)</td>
<td>0.496*** (0.119)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.094*** (0.023)</td>
<td>−0.136*** (0.033)</td>
</tr>
<tr>
<td>Observations</td>
<td>93</td>
<td>69</td>
</tr>
<tr>
<td>R²</td>
<td>0.152</td>
<td>0.206</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.143</td>
<td>0.194</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.009 (df = 91)</td>
<td>0.008 (df = 67)</td>
</tr>
<tr>
<td>F Statistic</td>
<td>16.294*** (df = 1; 91)</td>
<td>17.372*** (df = 1; 67)</td>
</tr>
</tbody>
</table>

*Note:* *p<0.1; **p<0.05; ***p<0.01

#### Table 13:

**Dependent variable:**

<table>
<thead>
<tr>
<th>Autocorrelation</th>
<th>3-Day Lag</th>
<th>1-Day Lag</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0.2894,0.3083]</td>
<td>[0.3546,0.3904]</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mkt-RF</td>
<td>−1.756*** (0.388)</td>
<td>−0.680*** (0.151)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.521*** (0.116)</td>
<td>0.248*** (0.055)</td>
</tr>
<tr>
<td>Observations</td>
<td>36</td>
<td>32</td>
</tr>
<tr>
<td>R²</td>
<td>0.376</td>
<td>0.403</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.358</td>
<td>0.384</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.011 (df = 34)</td>
<td>0.007 (df = 30)</td>
</tr>
<tr>
<td>F Statistic</td>
<td>20.493*** (df = 1; 34)</td>
<td>20.290*** (df = 1; 30)</td>
</tr>
</tbody>
</table>

*Note:* *p<0.1; **p<0.05; ***p<0.01
Table 14:

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>Autocorrelation</th>
<th>4-day Lag</th>
<th>3-Day Lag</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMB</td>
<td>-0.419*** (0.128)</td>
<td>0.349*** (0.084)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.091*** (0.028)</td>
<td>-0.099*** (0.024)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>60</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.156</td>
<td>0.258</td>
<td></td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.142</td>
<td>0.243</td>
<td></td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.006 (df = 58)</td>
<td>0.004 (df = 49)</td>
<td></td>
</tr>
<tr>
<td>F Statistic</td>
<td>10.757*** (df = 1; 58)</td>
<td>17.041*** (df = 1; 49)</td>
<td></td>
</tr>
</tbody>
</table>

*Note:* *

Table 15:

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>Autocorrelation</th>
<th>2-Day Lag</th>
<th>2-Day Lag</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMB</td>
<td>-0.576*** (0.158)</td>
<td>0.267*** (0.080)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.173*** (0.048)</td>
<td>-0.100*** (0.030)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>31</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.315</td>
<td>0.300</td>
<td></td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.292</td>
<td>0.273</td>
<td></td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.004 (df = 29)</td>
<td>0.005 (df = 26)</td>
<td></td>
</tr>
<tr>
<td>F Statistic</td>
<td>13.360*** (df = 1; 29)</td>
<td>11.140*** (df = 1; 26)</td>
<td></td>
</tr>
</tbody>
</table>

*Note:* *

*p<0.1; **p<0.05; ***p<0.01
3.2.2.3 HML

Table 16:

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>Autocorrelation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4-day Lag</td>
</tr>
<tr>
<td></td>
<td>3-Day Lag</td>
</tr>
<tr>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>HML</td>
<td>-0.171*** (0.040)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.035*** (0.008)</td>
</tr>
<tr>
<td>Observations</td>
<td>143</td>
</tr>
<tr>
<td>R²</td>
<td>0.112</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.106</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.005 (df = 141)</td>
</tr>
<tr>
<td>F Statistic</td>
<td>17.819*** (df = 1; 141)</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01

Table 17:

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>Autocorrelation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2-day Lag</td>
</tr>
<tr>
<td></td>
<td>3-day Lag</td>
</tr>
<tr>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>HML</td>
<td>0.496*** (0.111)</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.151*** (0.034)</td>
</tr>
<tr>
<td>Observations</td>
<td>29</td>
</tr>
<tr>
<td>R²</td>
<td>0.423</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.401</td>
</tr>
<tr>
<td>Residual Std. Error</td>
<td>0.003 (df = 27)</td>
</tr>
<tr>
<td>F Statistic</td>
<td>19.773*** (df = 1; 27)</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01

3.2.2.4 Conclusion  Unlike intervals established for negative autocorrelation, the intervals for positive autocorrelation have a greater span. Furthermore, the intervals almost overlap, functionally extending the forecasting range. In fact, the greatest limitation in my analysis of relationships was computational, as I had to balance nuance and computational feasibility. With increased computational ability, I would be able to produce a greater number of more
nuanced intervals. Nevertheless, these intervals provide both range and certainty, both integral requirements for projections outside of the sample set. Although positive correlation was not hypothesized under my definition of market shocks, any ability to forecast returns is valuable and is therefore included in future portfolio construction.

3.3 Volatility Forecasting

3.3.1 Determining the Appropriate Model

Having established models with which one can forecast Fama-French factor returns the final step predating portfolio construction is volatility forecasting. If successful in demonstrating that volatility can be foretasted using a model, I can couple volatility forecasts with factor returns linear regression models to create portfolios preemptively rather than in a reactionary manner.

Before determining which model best describes volatility of the S&P500, I determine whether there exists heteroscedasticity within the distribution of volatility throughout the data set.

![Figure 11: Trailing Daily Volatility](image)

Figure 11: Trailing Daily Volatility
It is immediately clear that there exists heteroscedasticity in the distribution, given the clumping of extraordinary periods of volatility. That is, there are clear periods of consistently low volatility and periods of consistently high volatility. However, it is still not clear which model would best describe the apparent autocorrelation present. I start by examining the ACF and PACF graphs for the S&P500 return data, as depicted in Figure 12.

![ACF and PACF charts](image)

Figure 12: SPY Returns ACF and PACF

Given that there seems to be no discernible pattern in the ACF chart, and that the first order correlation is close to zero, I conclude that there does not appear to be correlation between the observations of returns and the returns seem to behave as white noise. Furthermore, given the quick normalization of the PACF chart, I could only expect a first-order auto-regressive model if I did decide to follow that route. However, as noted before, the presence of volatility heteroscedasticity is apparent, which I will examine further by observing the ACF and PACF chart of the squared returns.
There is clear evidence of serial correlation in the squared residuals, with a clear geometric decline in the autocorrelation, indicating a serial dependence in the volatility of the data. Furthermore, observing the PACF chart, autocorrelation seems to drop sharply following the second lag. Given the presence of heteroscedasticity and the apparent reduction in autocorrelation past the second lag, a GARCH(2,2) model seems most fitting to describe S&P500 returns volatility. As such, volatility of the S&P500 can be described as:

\[
\sigma^2 = \omega + \alpha_1 \epsilon_{t-1}^2 + \alpha_2 \epsilon_{t-2}^2 + \beta_1 \sigma_{t-1}^2 + \beta_2 \sigma_{t-2}^2
\]
3.3.2 Fitting a GARCH Model

I fit a GARCH(2,2) model over the whole sample of S&P500 daily returns. The output is displayed below:

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omega</td>
<td>0.0415</td>
<td>6.30e-06</td>
</tr>
<tr>
<td>Alpha[1]</td>
<td>0.0864</td>
<td>7.81e-05</td>
</tr>
<tr>
<td>Alpha[2]</td>
<td>0.1379</td>
<td>0.00e+00</td>
</tr>
<tr>
<td>Beta[1]</td>
<td>0.1989</td>
<td>3.06e-01</td>
</tr>
<tr>
<td>Beta[2]</td>
<td>0.5484</td>
<td>1.67e-03</td>
</tr>
<tr>
<td>AIC</td>
<td>14499.9000</td>
<td></td>
</tr>
</tbody>
</table>

A GARCH(2,2) model fit produces 4 statistically significant variables, with only $\beta_1$ being statistically insignificant. Reducing to the simpler GARCH(1,1) model might be in order, yet the model would lose out on $\beta_2$, which is statistically significant and adds value to my model. Following this model fit, volatility at any time $t$ can be described as:

$$\sigma^2 = 0.0415 + 0.0864\epsilon_{t-1}^2 + 0.1379\epsilon_{t-2}^2 + 0.1989\sigma_{t-1}^2 + 0.5484\sigma_{t-2}^2$$

Given the statistical insignificance of $\beta_1$, I also fit a GARCH(1,1) model over the whole sample of S&P500 daily returns. The output is displayed below:
Table 19: GARCH(1,1) Model Fit

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omega</td>
<td>0.0226</td>
<td>4.70e-06</td>
</tr>
<tr>
<td>Alpha [1]</td>
<td>0.1258</td>
<td>0.00e+00</td>
</tr>
<tr>
<td>Beta [1]</td>
<td>0.8588</td>
<td>1.34e-02</td>
</tr>
<tr>
<td>AIC</td>
<td>14511.1000</td>
<td></td>
</tr>
</tbody>
</table>

Unlike the GARCH(2,2) fit, all coefficients are statistically significant at a confidence level of 95%. However, the Akaike information criterion has increased by more than 2, indicating that a significant amount of forecasting power has been lost when simplifying from a GARCH(2,2) model to a GARCH(1,1) model. No matter the model choice, GARCH forecasts daily volatilities. My models are built on trailing 20 day daily volatility and, as such, I have to adjust values from the GARCH output to those that match my model. GARCH forecasts are based on the following general formula:\(^{(4)}\):

\[
\hat{\sigma}_{t+h}^2 = \hat{\omega} + (\hat{\alpha} + \hat{\beta})\hat{\sigma}_{t+h-1}^2
\]

By applying the above formula iteratively, I can forecast the conditional variance for any horizon \(h\). Then, the forecast of the compound volatility at time \(T+h\) is:

\[
\hat{\sigma}_{t+1:t+h}^2 = \sqrt{\sum_{i=1}^{h} \hat{\sigma}_{t+i}^2}
\]

*Equation (3)*

Given that I’m interested in 20 day volatility, the formula can be transformed to the following:

\[
\hat{\sigma}_{t+1:t+h}^2 = \sqrt{\sum_{i=1}^{20} \hat{\sigma}_{t+i}^2}
\]

*Equation (4)*
Finally, to convert the cumulative volatility back to daily volatility I divide by the square root of twenty, as follows:

\[ \hat{\sigma}_{t+1:t+h} = \sqrt{\frac{\sum_{i=1}^{20} \hat{\sigma}_{t+i}^2}{20}} \]

Equation (5)

Going back to the choice of model, to truly test which model is better at forecasting volatility, I retrofit, or back-test, both models on the total sample. Specifically, I fit both a GARCH(2,2) and a GARCH(1,1) model on S&P500 returns ranging from January 1\(^{st}\), 2000 to May 2\(^{nd}\), 2014. I then forecast trailing 20 day daily volatility following Equation 5. I expand the training set to then also include May 3\(^{rd}\), 2014 and refit the model. Once again, I forecast volatility using Equation 5. This process continues until the training set has reached the end of the S&P500 returns sample. The performance of both models is depicted below:

Figure 14: GARCH(2,2) Model Forecasts

Forecasted volatility is shown in blue, while actual volatility is shown in red. To test the fit of the model I use total and mean square error. I define the total square error using the following equation:
\[ TSE = \sqrt{\sum_{i=1}^{n}(\sigma_{\text{forecast}} - \sigma_{\text{actual}})} \]

Equation (6)

, and the mean square error as:

\[ TSE = \frac{\sqrt{\sum_{i=1}^{n}(\sigma_{\text{forecast}} - \sigma_{\text{actual}})}}{n} \]

Equation (7)

The total square error for the GARCH(2,2) model fit is 25.51% and the mean square error is 0.01%. Just by observing the performance of the GARCH(2,2) model, one can quickly see that the model seems to over and under estimate volatility, which is a direct consequence of the statistically insignificant \( \beta_1 \).

![GARCH(1,1) Model Forecasts](image)

Figure 15: GARCH(1,1) Model Forecasts

The total square error for the GARCH(1,1) mode fit stands at 25.60%, with the mean square error at 0.01419%. Consequently, both models do a fair job at forecasting volatility, with GARCH(2,2) gaining only a slight advantage, as was expected given the difference in Akaike Information Criteria.
### 3.3.3 Conclusion

Having examined the performance of GARCH models in forecasting volatility, I have shown one can use a GARCH(2,2) model to forecast volatility. Forecasted volatility can then be transformed into autocorrelation forecasts using the same approach I employed to calculate autocorrelation in the first place. As a final note, it is possible to increase the accuracy of GARCH model forecasts by reducing the trailing period for which volatility is calculated at the cost, as the forecast can react to new information with a lesser lag. However, reducing lag comes at the cost of returns data that is included in the calculation of volatility in the first place.

### 3.4 Portfolio Construction

Having shown that one can forecast volatility autocorrelation and the performance of Fama-French factors based on their linear relationship with autocorrelation, I have supplied all the necessary tools to start building modular portfolios.

Upon fitting a GARCH(2,2) model, volatility can be forecasted as:

$$\hat{\sigma}_{t+1:t+h} = \sqrt{\sum_{i=1}^{20} \hat{\sigma}_{t+i}^2}$$

*Equation (8)*

Where

$$\hat{\sigma}_{t+i}^2 = \hat{\omega} + (\hat{\alpha} + \hat{\beta})\hat{\sigma}_{t+i-1}^2$$

Projected volatility can be normalized as follows (the assumption that in the short period of 20 trading days the yearly mean and standard deviation will not change significantly):

$$\hat{\sigma}_{t+20} = \sqrt{\sum_{i=1}^{20} \hat{\sigma}_{t+i}^2} \frac{\sigma_{t-250:t}}{\sigma_{t-250:t}}$$

*Equation (9)*
Note that normalized volatility is forecast with a lag of 20 days. The process of forecasting normalized volatility is, therefore, iterative, in a manner similar to my model fit. As days pass and actual volatility data can be used to re-fit the model, new forecasts with a lag of 20 days can be produced. Once 20 days have passed since the original forecast, the iterative process has produced 20 forecasts of normalized volatility. This forecasted sample is enough to generate one point estimator of autocorrelation, given that all linear relationships of autocorrelation with factor performance are based on trailing 20 day autocorrelation. The point estimator of autocorrelation is, therefore, calculated as:

$$\hat{\rho}_{\Delta \sigma_{t+20}} = \rho(\Delta \hat{\sigma}_{t+40}, \Delta \hat{\sigma}_{t+39} \ldots \Delta \hat{\sigma}_{t+21}, \Delta \hat{\sigma}_{t+20})$$

*Equation (10)*

If there is a need for a lag (h) between when a point estimator of autocorrelation can feasibly be constructed and the end of the iterative process, which is most likely the case in practical terms, then volatility can be forecast as:

$$\hat{\sigma}_{t+20+h} = \sqrt{\frac{\sum_{i=1}^{20} \sigma_{t+i+h}^2}{\sqrt{20}}} - \frac{\sigma_{t-250:t}}{250}$$

*Equation (11)*

, and autocorrelation as:

$$\hat{\rho}_{\Delta \sigma_{t+20+h}} = \rho(\Delta \hat{\sigma}_{t+40+h}, \Delta \hat{\sigma}_{t+39+h} \ldots \Delta \hat{\sigma}_{t+21+h}, \Delta \hat{\sigma}_{t+20+h})$$

*Equation (11)*

Having established linear relationships between autocorrelation and Fama-French factors, expected return of any factor can be modeled as:

$$E[r_t] = \beta_0 + \beta_1 \hat{\rho} + \epsilon$$

*Equation (11)*
where \( \rho \) is the point estimator of autocorrelation obtained through the iterative functions defined above and where \( \beta_0 \) and \( \beta_1 \) represent regression coefficients for a given interval within which the point estimator of autocorrelation lays, as defined in Exploration of Volatility-Factor Relationships. Additionally, the standard deviation of the forecasted return can be modeled as:

\[
\hat{\sigma}_r = \sqrt{MSE\left(1 + \frac{1}{n} + \frac{(r_{h} - \bar{r})^2}{\sum (r_{h} - \bar{r})^2}\right)}
\]

Equation (11), which represents the standard error of prediction for the linear regression model used to forecast the expected return. Having an estimate of the standard deviation of the expected return is useful for periods where returns for multiple factors can be forecasted. In that case, an efficient portfolio can be constructed optimizing for the maximum return, under the following parameters:

\[
E[r_p] = \omega_{mkt-rf}E[r_{mkt-rf}] + \omega_{smb}E[r_{smb}] + \omega_{hml}E[r_{hml}]
\]

\[
\hat{\sigma}^2_p = \omega_{mkt-rf}^2 \hat{\sigma}_{mkt-rf}^2 + \omega_{smb}^2 \hat{\sigma}_{smb}^2 + \omega_{hml}^2 \hat{\sigma}_{hml}^2 + 2\omega_{mkt-rf} \omega_{smb} \rho(r_{mkt-rf}, r_{smb}) + 2\omega_{hml} \omega_{smb} \rho(r_{hml}, r_{smb})
\]

Equation (12)

3.4.1 Mimicking Portfolios

Optimizing for maximum return under the parameters defined above yields an optimal portfolio of Fama-French Factors. However, there is no practical, direct way to create portfolios consisting of Fama-French factors in reality. However, the hypothetical portfolio can be recreated using liquid equities through portfolio mimicking. For each of the selected liquid assets selected to be included in the mimicking portfolio, run an OLS estimation to obtain their exposure to the selected factors. Once found, the mimicking portfolio is
constructed as a weighted average of the assets, where the weights are given as a solution to the optimization problem$^5$

$$\text{Min}_\omega \sum_{i=1}^{N} \sum_{m=1}^{N} \omega_i \omega_m \hat{\sigma}_{i,m}$$

*Equation (13)*

The constraints for the optimization problem are as follows:

$$\sum_{i=1}^{n} \omega_i = 1$$

$$\sum_{i=1}^{n} \omega_i \hat{\beta}_{i,k} = \beta_{i,k} \text{ for every } k$$

*Equation (14)*

A mimicking portfolio offers the same exposure to market factors as any single asset yet offers the additional benefit of diversification of idiosyncratic risk.

4 Conclusion

This paper studies the effect of market shocks on volatility and Fama-French factors. More specifically, the paper examines whether increased autocorrelation of normalized volatility changes exhibits a tangible effect on the performance of Fama-French factors and whether it can be used as an effective indicator of market shocks. Results indicate that autocorrelation of normalized volatility changes tends to increase significantly as markets dip into shocks, with a historical increase in its annualized mean of 28% percent. Furthermore, results show that autocorrelation can be used as an independent predictor of the returns of Fama-French factors for multiple ranges of autocorrelation, both those that would indicate the presence of a market shock and those that sit well within normal market conditions. Most importantly for practical use, the paper provides proof that GARCH models can be used to accurately model the behavior of volatility over large time horizons and, in turn, generate point predictors of
autocorrelation. Given the relationships between factor performance and autocorrelation established within this paper, point predictors of autocorrelation can be used to create efficient portfolios of Fama-French factors that maximize returns in response to volatility changes. Additionally, portfolios created as a result of methods applied within this paper are not limited to hypothetical financial concepts, as mimicking portfolios can be created with any selection of highly-liquid financial instruments. These mimicking portfolios emulate the performance of Fama-French factors with the added benefit of diversification of idiosyncratic risk. As such, the methods described within this paper offer a way for investors to preemptively hedge against drastic volatility changes in a manner best suited to their specific needs, given the flexibility of mimicking portfolios.
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```python
import pandas as pd
import datetime

df = pd.read_excel(r'RawData.xlsx')

start = []
end = []

for i in range(12, len(df['Equity'])):
    moving = df['Equity'].values[i - 20:i]

    for j in range(len(moving)):
        if moving[j] - moving[0] <= -0.10:
            start.append(df['Date'].values[i - 20])
            end.append(df['Date'].values[i - 20 + j])

start_cleaned = []
end_cleaned = list(set(end))

for i in end_cleaned:
    index_pos = end.index(i)
    start_cleaned.append(start[index_pos])

dates = pd.date_range('2000-01-01', '2020-12-30', freq='1d')
dates = dates.values
flags = [0 for x in range(len(dates))]

for i in range(len(dates)):
    for j in range(len(start_cleaned)):
        if dates[i] >= start_cleaned[j] and dates[i] <= end_cleaned[j]:
            flags[i] = 1
            break

    else:
        flags[i] = 0

print(len(dates), len(flags))

throughs = {"Start": start, "End": end}
throughs_cleaned = {"Start Cleaned": start_cleaned, "End Cleaned": end_cleaned}

throughs = pd.DataFrame(throughs)
throughs_cleaned = pd.DataFrame(throughs_cleaned)

throughs.to_excel(r'Throughs.xlsx', sheet_name='Raw', index=False)
throughs_cleaned.to_excel(r'ThroughsCleaned.xlsx', sheet_name='Cleaned', index=False)
```
39 dates_cleaned = []
40 for i in range(len(dates)):
41       if flags[i] == 1:
42           dates_cleaned.append(dates[i])
43 dates_missing = []
44 for i in range(len(dates)):
45       if flags[i] == 0:
46           dates_missing.append(dates[i])
47 flags = pd.DataFrame(dates_cleaned)
48 flags.to_excel(r'Flags.xlsx', sheet_name='Flag',
    index=False)
49 flags_2 = pd.DataFrame(dates_missing)
50 flags_2.to_excel(r'Flags2.xlsx', sheet_name='Flag',
    index=False)
import pandas_datareader.data as web
from datetime import datetime, timedelta
import pandas as pd
import matplotlib.pyplot as plt
from arch import arch_model
from statsmodels.graphics.tsaplots import plot_acf, plot_pacf
import numpy as np

start = datetime(2000, 1, 1)
end = datetime(2020, 6, 10)
spy = web.DataReader('SPY', 'yahoo', start=start, end=end)
returns = 100 * spy.Close.pct_change().dropna()
plt.figure(figsize=(10,4))
plt.plot(returns)
plt.ylabel('Pct Return', fontsize=16)
plt.title('SPY Returns', fontsize=20)
plot_pacf(returns**2)
plt.show()
model = arch_model(returns, p=2, q=2)
model_fit = model.fit(disp='off')
print(model_fit)
print(model_fit.summary())

rolling_predictions = []
test_size = 365*5

for i in range(test_size):
    train = returns[:- (test_size-i)]
    model = arch_model(train, p=2, q=2)
    model_fit = model.fit(disp='off')
    pred = model_fit.forecast(horizon=1)
    rolling_predictions.append(np.sqrt(pred.variance.values[-1,0]))

rolling_predictions = pd.Series(rolling_predictions, index=returns.index[-365*5:])

plt.figure(figsize=(10,4))
true, = plt.plot(returns[-365*5:])
preds, = plt.plot(rolling_predictions)
plt.title('Volatility Prediction - Rolling Forecast'
, fontsize=20)
plt.legend([['True Returns', 'Predicted Volatility']]
, fontsize=16)
plt.show()

train = returns
model = arch_model(train, p=2, q=2)
model_fit = model.fit(disp='off')

pred = model_fit.forecast(horizon=7)
future_dates = [returns.index[-1] + timedelta(days=i
for i in range(1,8))]
pred = pd.Series(np.sqrt(pred.variance.values[-1
, :]), index=future_dates)

plt.figure(figsize=(10, 4))
plt.plot(pred)
plt.title('Volatility Prediction - Next 7 Days',
fontsize=20)
import pandas as pd
import matplotlib.pyplot as plt
import matplotlib.image as mpimg
import statsmodels.formula.api as smf

df = pd.read_csv('r_data.csv')

base = -1
means = {}
start = -0.27  # Set start
stop = -0.15   # Set stop
ps = []
rs = []
bases = []
roofs = []
ks = []

ps_2 = []
rs_2 = []
bases_2 = []
roofs_2 = []
ks_2 = []

ps_3 = []
rs_3 = []
bases_3 = []
roofs_3 = []
ks_3 = []

for i in range(0, 100):
    base = start + i * 0.0006

    for j in range(0, 100):
        roof = stop - (j * 0.0006)

        df_j = df[df['Autocorrelation'] >= base]
        df_j_2 = df_j[df_j['Autocorrelation'] <= roof]

    for k in range(0, 5):
        df_j_2_shifted = df_j_2.copy()

        try:
            df_j_2_shifted['MKT'] = df_j_2_shifted['MKT'].shift(k)
            df_j_2_shifted['SMB'] = df_j_2_shifted['SMB'].shift(k)

        except:
            pass
df_j_2_shifted['HML'] = df_j_2_shifted.HML.shift(k)
df_j_2_shifted = df_j_2_shifted.dropna(how='any', axis=0)
except ValueError:
    break

reg = 'HML-Autocorrelation'
reg2 = 'SMB-Autocorrelation'
reg3 = 'MKT-Autocorrelation'

try:
    reg_res = smf.ols(reg, df_j_2_shifted).fit()
    reg_res2 = smf.ols(reg2, df_j_2_shifted).fit()
    reg_res3 = smf.ols(reg3, df_j_2_shifted).fit()

    p_value = reg_res.pvalues[1]
    p_value2 = reg_res2.pvalues[1]
    p_value3 = reg_res3.pvalues[1]
    r_value = reg_res.rsquared
    r_value_2 = reg_res2.rsquared
    r_value_3 = reg_res3.rsquared

    if p_value <= 0.05:
        ps.append(p_value)
        bases.append(base)
        roofs.append(roof)
        ks.append(k)
        rs.append(r_value)

    if p_value2 <= 0.05:
        ps_2.append(p_value2)
        bases_2.append(base)
        roofs_2.append(roof)
        ks_2.append(k)
        rs_2.append(r_value_2)

    if p_value3 <= 0.05:
        ps_3.append(p_value3)
        bases_3.append(base)
        roofs_3.append(roof)
        ks_3.append(k)
        rs_3.append(r_value_3)
except ValueError:
    break

res_hml = pd.DataFrame(list(zip(bases, roofs, ks, rs)), columns=['Base', 'Roof', 'Lag', 'Rsq'])
res_smb = pd.DataFrame(list(zip(bases_2, roofs_2, ks_2, rs_2)), columns=['Base', 'Roof', 'Lag', 'Rsq'])
res_mkt = pd.DataFrame(list(zip(bases_3, roofs_3, ks_3, rs_3)), columns=['Base', 'Roof', 'Lag', 'Rsq'])

res_hml.to_csv(r'res_hml_threshold_neg_1.csv')
res_smb.to_csv(r'res_smb_threshold_neg_1.csv')
res_mkt.to_csv(r'res_mkt_threshold_neg_1.csv')