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Abstract

We study the effect of armed conflict on loan officers and their actual lending

decisions. Following repeated incidences of mortar shelling, loan rates set by loan

officers exponentially increase while their associated variance decreases. While

the immediate response seems rational, later rate hikes seem harder to explain

by the intensity of the hostilities. Hence, the real costs of armed conflict through

credit markets may be large and involve substantial and potentially harmful re-

negotiations of credit contracts.
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1 Introduction

Conflict canaffect economicoutcomes through thedecisionsof key individuals. However,

observing these decisions and measuring such outcomes is not easy given the dangers

present in a conflict zone. Consequently, there is a resultant lack of data on the im-

pact of conflict on economic decisions by affected individuals. Contrary to popular

perception, the incidence of conflict in a particular region does not result in a complete

shutdown of all economic activity. In fact, it is possible to visit these “hot” zones during

fighting pauses to study the effects of conflict (Verwimp, Justino, and Brück (2019)).

Life in conflict zones continues, albeit with a renegotiation of contracts to better reflect

ground-level realities. The recent conflict in Afghanistan has further highlighted the

role of informal contracts and the way they are structured in a war torn and volatile

environment.1 However, most studies in the past have relied on ex-post survey data

to assess such re-negotiations and other implications, with the survey taken long after

the conflict has ended.

Our paper aims to quantify the effects of conflict in a lending context and the

"premium" the involved agents attribute to the resultant frictions arising there. In

particular, we study the impact of mortar shelling along the border of the Indian state

of Jammu & Kashmir from October, 2014 to November, 2016. Our unique setting and

data allow us to measure this premium better than extant work for three reasons. First,

we investigate the impact of contemporaneous and repeated incidences of conflict on

a singular, simple, yet pervasive business contract, i.e., the bank-to-business credit
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contract. These incidences occur within a relatively short time period; on average

eight months after one another. This allows us to minimize the possible measurement

bias arising due to the inter-temporal nature of human recall where events that are

more recent tend to get weighted more heavily (Bjork and Whitten (1974)). Indeed,

the long look-back periods present in many conflict surveys may induce such errors

of judgement, which we can avoid by using actual and contemporaneous information

around frequently repeated incidences.

Second, our study covers an intense period of conflict, war-like almost, when a large

number of people living close to the border out of fear for their lives and damage to

their local communities decided to temporarily leave their homes. In contrast, many

earlier studies on conflict often rely on incidences with limited or no such level of

fear. Finally, our usage of a region-level credit database allows us to directly estimate

the ex-post outcomes. Conversely, other studies on conflict commonly only observe

outcomes after conditioning affected individuals with a set of emotions bringing them

"back in time" to the conflict situation. Our study is the first to investigate the impact of

contemporaneous and repeated incidences of intense conflict on the conditions present

in actual bank credit contracts.

Our estimates show that loan interest rates cumulatively increase by about 20-22

basis points (bps) across the sample period for branches located in areas affected by

shelling with the effect intensifying over time. The increase for the first two events is

about the same, i.e., 6 bps each, but we see a jump of about twice that for the third

shelling event. While we observe a pronounced increase in the interest rates, there are

only negligible changes in disbursed loan amounts. We control for generic demand

by saturating our specification with district and time fixed effects. In addition, to

account for shelling-specific localized changes in demand, we use the work demand

pattern from the governmentmandatedMahatmaGandhiNational Rural Employment

Guarantee Scheme (MGNREGS). We also use the level of bank deposits to account

for changes in demand arising out of changes local deposits (Drechsler, Savov, and

Schnabl (2017)). Using village and town level census characteristics, we construct

branch level census measures which we use to as a robustness measure for our results.

We believe that the above controls combined with time varying fixed effects are able to

sufficiently control for simultaneously varying loan supply and demand in our setting
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to the best extent possible.

Our results also inform us about both the immediate and delayed costs of conflict

allowing us to understand the premium loan officers place on operating in conflict

zones.2 The short-run reaction of loan officers to shelling is similar to the reaction

of loan officers in areas that were continuously exposed to conflict and that we could

therefore consider the long-run response. The difference between the immediate and

long-run response is not statistically distinguishable from zero. However, once the

loan officers experience subsequent events, they charge higher interest rates compared

to the long-run levels. Our empirical results show this difference is negligible for the

first event, increases in intensity after the second event and persists well into the third

event. Overall, our estimates shows that operating in conflict zones entails a cost for

financial institutions who transmit the same to borrowers.

We also assess the change in the dispersion of the interest rates. While the interest

rates progressively increase over successive events, their dispersion decreases. This

implies that the loan officers’ beliefs about interest rates “hardens” over time as they

becomemore certain about the effects of the shelling events. Repeated incidents reduce

the uncertainty associated with shelling while the loan officers begin to incorporate a

premium for any perceived negative fallout of these incidences. A stylized Bayesian

model we include alsomakes similar predictions. Themodel predicts that over succes-

sive events, as the uncertainty regarding the shelling decreases, the standard deviation

of the interest rates levied by the loan officers decreases while the interest rate by itself

increases. Our empirical results are in line with the simulated results of the model.

The armed conflict we study is international in nature and involves India and

Pakistan in the districts of Jammu, Samba and Kathua situated in the erstwhile Indian

state of Jammu-Kashmir along the Radcliffe Line (International Border).3 The inter-

state conflict in these border districts manifests itself primarily through shelling, i.e.,

2Please refer to https://www.youtube.com/watch?v=vUzX1O-PDDE&feature=youtu.be&ab_

channel=KarlRock for a detailed documentary on the physical and psychological effects of mortar

shelling in these regions.

3As of 31st October, 2019 the state of Jammu-Kashmir was reorganized and divided into the two

separate federally administered territories of Jammu-Kashmir and Ladakh. No changes were made to

the district boundaries.
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mortar gun firing across both sides of the border.4

We use a staggered difference-in-differences methodology as our primary identifi-

cation strategy. Our events correspond to those periods where shelling along the three

border districts was so intense that it warranted a migration of the population. This

distinction is important to make, as isolated incidents of shelling or small arms firing

occur as well. The treatment group corresponds to those branches, which lie within

10 kilometres (km) of the international border where as the control group corresponds

to those branches, which lie between 10 and 20 km from the international border. The

choice of 10 km is dictated by a variety of considerations. The range of the mortar guns

is about 7 km where as the Indian government classifies residents dwelling within 6

km as “affected”. We extend the classification, as it is plausible that people bank in

branches which are a few kilometres outside the “affected” categorization. Moreover,

our results are robust to the alteration of the cutoff for the treatment group for various

values between 7.5 and 10 km. Our identifying assumption is that the areas situated

around the cutoff of 10 km do not vary widely with respect to their local and demo-

graphic characteristics thus ensuring that the coefficients we estimate largely capture

the effects of shelling. We also demonstrate graphically that the size of the estimated

effect drops off significantly as we move away from the cutoff.

We also explore the channelswhich could be responsible for the observed outcomes.

At first sight, it is possible to attribute these changes in the behaviour of the loan officers

to altering risk preferences.5 However, it is possible that the outcome could be due to

a combination of (or effect in isolation) changing risk preferences or changes in beliefs

about expected future default. Past literature on early-life as well as contemporary

experiences tends to entirely attribute outcomes to altering preferences. We, on the

other hand, provide suggestive empirical evidence that beliefs dominate the channel

which results in the effects that we observe. Further, as robustness, we also control for

generic variations in supply using%of lending target achieved. We attribute the results

thus obtained to supply effects emanating from the incidents of shelling. Additionally,

4The border runs from the Line of Control (LoC), which separates Indian-administered Kashmir

from Pakistani administered Kashmir, in the north, to the Zero Point between the Indian state of Gujarat

and Sindh province of Pakistan, in the south.

5We use the terms loan officers to signify a group of individuals working at a particular branch.

However, many of these branches are fairly small and have just one person responsible for loan vetting,

approval and handling.
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we also limit our sample to loan types which tend to be more affected by shelling and

observe similar results. Our analysis also reveals a reallocation of lending towards safer

loans which are less impacted by the shelling. Finally, we reject any possible political

interventions that might be driving our results by limiting our sample to close contest

assembly constituencies where such interventions would be more burdensome.6

While our results are primarily focused around conflict episodes, they can also

be used to explore lending behaviour following more commonly observed political

shocks. As these events occur very close to one another, exploring the short-, medium-

and long-term response of loan officers to these incidences could be instructive in

understanding how credit tightening works when they are faced with such shocks.

In such circumstances, especially the excessive restricting of credit availability in the

medium term by altering loan terms could accentuate downward spirals and credit

freezes in environments which are already credit constrained.

The remainder of the paper is organized as follows. Section 2 elaborates on the

literature. Section 3 describes the context for our study. Section 4 explains our stylized

model based on Bayesian learning. Section 5 elucidates the data and identification

strategy. Section 6 discusses the associated results. Section 7 tries to understand the

possible mechanism driving our results. Section 8 elaborates on the robustness tests

where as Section 9 concludes.

2 Related Literature

This paper contributes to three different streams of literature. First, we contribute to the

literature onmicro-economic outcomes of conflict. Second, we also add to the literature

concerning the impact of human experiences on decisions and outcomes. Finally, our

paper also speaks to the larger literature in economics and finance on conflict.

Our setting corroborates Verwimp, Justino, and Brück (2019)’s editorial that con-

flict does not "mandate" a closure of all economic activity. Instead, according to the

authors and as our research depicts, contracts get renegotiated to reflect the social

conditions prevalent during the times. As a result, studying the microeconomic foun-

6Where the difference in votes between the first and second placed candidate was less than the votes

polled by the third placed candidate.
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dations which cause such a change in behaviour becomes pertinent. Two studies

which capture individual outcomes using survey data given the difficulty in obtaining

data in the conflict-ridden areas are Voors, Nillesen, Verwimp, Bulte, Lensink, and

Van Soest (2012) and Callen, Isaqzadeh, Long, and Sprenger (2014). While the former

document that affected individuals tend to be more selfless, risk-loving and impatient,

the latter demonstrate that individuals that were present in areas exposed to violent

(but eventually foiled) insurgent attacks when primed to recall their fears exhibit a

preference for certainty. However, given their survey-based approach there may be

situations in which the recall factor is not deterministic. It is possible that the indi-

viduals surveyed a few years later suffer from a recency bias (Kahana (2012)), i.e., they

attribute higher weights to most recent outcomes. On the other hand, we can study

the entire loan portfolio of the largest bank in the region which adds to the external

validity of our outcomes. Additionally, Callen, Isaqzadeh, Long, and Sprenger (2014)

prime subjects with fear, but this elicitation strategy may affect past recollections in a

specific manner. However, our results are more in line with Callen, Isaqzadeh, Long,

and Sprenger (2014) aswe find reallocation in lending volume to less risky loans, a kind

of “flight to quality” following episodes of broad based conflict. While we use interest

rate as ameasure for increasing risk aversion post conflict, Custódio, B.Mendes, andD.

Mendes (2021) use inventory stocks of firms in Mozambique as an outcome measure.

Their outcome measure which pertains more to corporate finance is complementary

to our banking related outcome. Another study that documents impact of conflict on

prices (of real goods) is by Rozo (2018) who shows that conflict in Colombia leads to

firms exiting the market when prices of outputs are depressed more than the prices

of inputs. Dwarkasing (2014) also investigates the effect of war on lending outcomes,

specifically the effect the American Civil War had on mortgage lending approval. We

on the hand, measure the interest rate costs associated with operating financial institu-

tions in conflict zones. Another paper that explores the impact of conflict in a banking

context via taste based discrimination is from Fisman, Sarkar, Skrastins, andVig (2020).

However, while they use past riot experience as the event that conditions loan officers,

we use contemporaneous incidents occurring over time to measure the inter-temporal

intensity due to conflict.

Of late, a new and emerging literature has tried to investigate the role played by
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past experiences on outcomes. Primarily, these include outcomes affected by the af-

termath of natural disasters or man-made tragedies. Studies like Malmendier and

Nagel (2011) and Malmendier and Nagel (2015) have used experiences from the Great

Depression and the high inflation years of the 1970s, respectively, to study the impact

on individuals’ asset allocation behaviour. Hanaoka, Shigeoka, and Watanabe (2018)

and Dessaint and Matray (2017) use natural disasters use the to investigate changes in

risk preferences. While the former observe that individuals who experienced greater

earthquake intensity became more tolerant to risk, the latter show that exposure to

hurricanes makes people risk-averse. Additionally, Brown, Montalva, Thomas, and

Velásquez (2019) observe that risk aversion increases by 5% among participants af-

ter the Mexican war on drugs. Mass shootings and natural disasters also alter the

subjective estimates of life probability by residents of Florida as depicted by Balasubra-

maniam (2018). Morales-Acevedo and Ongena (2020) use bank robberies as a setting to

show that loan officers who experience robberies tend to display avoidance behaviour

due to several post-traumatic stress symptoms. While our results imply that loan of-

ficers become more aware of their surroundings and “learn” in a Bayesian fashion, V.

Agarwal, Ghosh, and Zhao (2019) show that the terrorist attack in Mumbai in 2008 af-

fected trading activity due to the deterioration in traders’ cognitive abilities.7 Nguyen,

Hagendorff, and Eshraghi (2017) go beyond the traditional life experiences channel and

use inter-generational effects via cultural norms to depict that cultural origins matter

for corporate outcomes. However, most of this research relies on using early (or later)

life experiences of an incident and demonstrating their subsequent impact on certain

outcomes. Contrarily, our setting allows us to focus on the inter-temporal impact of

repeated contemporaneous conflict experiences instead of focusing on a solitary event.

The larger literature on war and conflict has sought to tie a multitude of wide rang-

ing macroeconomic outcomes to incidences of war or violence. Abadie and Gardeaz-

abal (2003) are one of the first to measure the economic costs associated with conflict

using a ”synthetic” control group. Verdickt (2018) shows that an increase in the ex-

ante possibility of war or its actual occurrence results in decreased stock returns. Past

research has also explored the link between ethnic divisions and conflict (Esteban,

Mayoral, and Ray (2012); Yanagizawa-Drott (2014)). Gennaioli and Voth (2015), Baliga,

7The authors attribute this deterioration to fear and stress experienced after the terrorist attack.
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Lucca, and Sjöström (2011) and Rohner, Thoenig, and Zilibotti (2013) explore the rela-

tionship of state capacity, democracy and trade with conflict. Acemoglu, Fergusson,

and Johnson (2020) shows how increases in population correlate positively with con-

flict using examples from Mexico.8 Admittedly, while our paper focuses more on

microeconomic outcomes it nonetheless seeks tomeasure the financial costs associated

with conflict not unlike the aforementioned research.

3 Background & Setting

The state of Jammu & Kashmir (J&K) was the northernmost province of the Republic

of India with the Indian administered portion sharing its borders with Pakistan and

China. The state has often been in the headlines owing to it being a flash point formuch

of the armed struggle between India and Pakistan.9 Moreover, the province has had

a troubled history since 1947, the year when British India (also known colloquially as

The British Raj or simply The Raj) was partitioned into India and Pakistan.10 However,

to establish our research context we would delve a little deeper into the history of the

region.

British India largely consisted of two major components – i) Areas directly admin-

istered by the British comprising about 60% of the land mass and ii) Princely States

numbering 584 at the time of Indian independence in August, 1947 and comprising

around 40 % of the total land area (Figure 1). These princely states were ruled by the

native kings who had entered into treaties with the British and were not officially part

of the British Raj. The erstwhile princely state of Jammu & Kashmir was one of the

8Additionally, there is broad stream of literature that focuses on the role of resource competition

in fostering conflict. Dube and Vargas (2013) show how income shocks in exports of coffee and oil in

Colombia contribute to conflict where as Angrist and Kugler (2008) study the impact of increasing cocoa

cultivation on conflict in and its role in financing the civil conflict inColombia. McGuirk andBurke (2020)

also adds to the literature on resource economics and conflict by studying the impact of food prices on

conflict in Africa. Nunn and Qian (2014) demonstrate that increase in US food aid in recipient countries

prolongs the duration of existing civil conflicts. Additionally, Lind, Moene, andWillumsen (2014) shows

how conflict increases the incentive for opium and narcotics cultivation in Afghanistan. Finally, Crost,

Felter, and Johnston (2014) elaborate that randomized access to development projects in Philippines

increases the likelihood of being affected by conflict as insurgents fear increase in support for the

government.

9https://www.economist.com/asia/2019/02/21/india-vows-to-punish-pakistan-after-the-latest-terrorist-attack

10For a detailed time-line of the events since 1947, please refer to https://edition.cnn.com/2013/11/

08/world/kashmir-fast-facts/index.html.
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largest of these 584 agglomerations.

When India attained its independence in 1947, it was divided into the sovereign

countries of India and Pakistan. However, Jammu&Kashmir chose to remain indepen-

dent but this independencewas short lived.11 The strategic position and demographics

of Jammu & Kashmir culminated in a war between India and Pakistan. Once the war

subsided, a ceasefire was declared with the the Line of Control (LoC) demarcating the

boundary along which ceasefire occurred. The official status of this border remains

unsettled even today and is a bone of contention for both India & Pakistan. As a result,

the LoC is the largest of the de facto boundaries in Jammu & Kashmir.12

Apart from the LoC, the Radcliffe Line was drawn to divide British India into the

independent states of India and Pakistan in 1947. What is interesting is that in its

present situation the state consists of two de facto boundaries, the Line of Control (LoC)

and the Line of Actual Control (also known as the LAC),13 and a de jure boundary, i.e.,

the Radcliffe Line (Figure 2). As the Radcliffe Line is an international border formally

agreed upon by both countries, any hostilities across it are tantamount to an act of

war.14 We use the districts situated along this border for our analysis. While there

was always the odd shelling incident or stray bullets fired by the military stationed on

both sides of the border, the hostilities crept up after 2014 with sustainedmortar firing.

This firing can at times last for days at a stretch making the region resemble a proxy

"war-zone".

It is instructive to point out that for administrative purposes, the state of Jammu &

Kashmir in India was divided into three separate divisions, namely Jammu, Kashmir

Valley and Ladakh.15 This classification is germane for our analysis as the Radcliffe

Line passes through the Jammu division only. The nature of conflict across the LoC is

11Remaining independent was a choice which was offered to each of the 584 princely states The other
choices they had was to join either India or Pakistan, something almost all of them except Jammu &

Kashmir acquiesced to.

12The LoC was made a de-facto boundary from a ceasefire line as per the Shimla Agreement of 1971.

For details, refer to https://www.mea.gov.in/bilateral-documents.htm?dtl/5541/Simla+Agreement.

13This border separates the state from China, primarily the portion annexed during the 1962 Indo-

China war. This border too, is yet to be formally settled by both countries.

14The portion of the Radcliffe Line which passes across the Jammu division in India is colloquially

referred to as the “IB” on the Indian side and “Working Boundary” on the Pakistani side.

15The state also enjoyed some autonomy in certain matters due to special provisions of the Indian

constitution. However, these statutes which granted the autonomy ceased to exist as of 5
th
August, 2019.

Also, as of 31st October, 2019 the state was reorganized and divided into the two separate federally

administered territories of Jammu & Kashmir and Ladakh.
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more structural and has persisted for close to 70 years now. As a result, cross border

hostilities or large scale border skirmishes in districts along the LoC would not have

the same unanticipated consequences as one would expect along the Radcliffe Line.

To perform our analysis, we require the precise dates of the occurrence of shelling

in the areas adjoining the Radcliffe Line. The exact nature of these events is sporadic

which makes proper documentation a challenge at times. We obtain our information

on shelling incidents from the South Asian Terrorism Portal (SATP).16 While there have

been reported and unreported instances of small arms firing or few shells being fired,

we focus primarily on those incidents where the firing was so intense and damage

so widespread that people had to be moved out of their homes. These large scale

incidences took place starting in 2014 which coincides with our data availability from

January 2011 to June 2017.

When hostilities between both countries were in full swing, the border dwelling

populace was shifted temporarily to relief camps in safer areas lying outside the range

of the artillery guns until the shelling subsided. These incidents also saw temporary

migration of border populations,17 as depicted in Table 2.

We refer to the firing of mortar gun rounds as shelling. The distance to which the

damage can be effected can be varied by altering the angle atwhich the gun is fired. The

rounds can be quite damaging especially as they explode into tiny fragments once they

hit the ground. Our field visit to one of the border towns depicted that the shrapnel

and exploding fragments cause damage to cattle, houses and vehicles (Figure A2).

Frequently, they result in injury and sometimes even death, though such incidences

are rare.18 Unexploded or inert shells in agricultural farms also pose a life threat to

people during the harvest period. Figure 3 shows an example of one of the mortar

guns (120 millimeter) used by the security forces stationed at the Radcliffe Line.

There are specific reasons why we choose to focus on these three districts only. The

erstwhile princely state of Jammu & Kashmir consists of many divisions and borders

16http://www.satp.org/

17It is noteworthy tomention that there is anecdotal evidence to suggest that in some cases households

migratedpermanently to cities or towns away from thepurportedwar zone after the shelling culminated.

18We would like to point out that while the damage to houses is significant, it does

not result in widespread destruction observed in a full blown war, such as the one in

Syria few years ago. Pictures available at https://www.theguardian.com/world/2016/dec/21/

aleppo-syria-war-destruction-then-and-now-in-pictures
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following August 1947 when the British decided to repudiate the administration of

India and partition it into the sovereign states of India and Pakistan. As a result of the

wars fought over it and its geographic position (between India, Pakistan andChina), the

state has seen sizeable territorial disputes between the three countries. Subsequently,

most of the boundaries in the state are de-facto and not formally agreed upon by either

one of the countries. However, the portion of the international border, which separates

these three districts on the Indian side and Pakistan, is the only boundary in the state

which is de-jure, and an extension of the Radcliffe Line in Jammu & Kashmir.19

Hence, any aggression along the Radcliffe Line is considered a violation of inter-

national treaties. This is in stark contrast to the de-facto boundary between India and

Pakistan in Jammu & Kashmir (colloquially referred to as the Line of Control) where

mutual aggression has been the norm for many decades now. We use the shelling

prone districts along this border as an estimate for the long-run impact of shelling. As

the events in these districts have persisted for decades, we presume that any effects

observed in these districts will have completely accounted for the impact or incidence

of shelling.

4 Model

Wepresent a stylizedBayesianLearningmodel on the lines ofPastor andVeronesi (2009)

which explains the loan officer reaction in our setting. The model shows that the ex-

tent of interest rate updates depends not only on the size of the shock but also on the

uncertainty regarding the interest rate parameter. We assume that the loan officer is

uncertain about pricing the loan which we capture using the interest rate parameter,

\. Prior to observing any shelling incidents, the loan officer’s prior beliefs about \ are

normally distributed with mean \0 and variance f2

0
.

The loan officer observes = independent shelling incidentswhich influence \, where

BC = \ + nC and nC is normally distributed with zero mean and constant variance f2
.

According to Pastor and Veronesi (2009), the posterior beliefs (mean and variance) of

19The official boundary separating Indian and Pakistan which came into force on 17
th
August, 1947.
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the agent can be stated as per Bayes’ rule as:

\̃C = \C−1

1

f2

C−1

1

f2

C−1

+ 1

f2

+ BC
1

f2

1

f2

C−1

+ 1

f2

(1)

f̃C
2 =

1

1

f2

C−1

+ 1

f2

(2)

We can then compute the differential interest between two successive time periods,

C and C − 1 as:

Δ \̃C =

f2

C−1

f2
(BC − \C−1)
f2

C−1

f2
+ 1

(3)

To carry out comparative statics, we take the derivative of Δ \̃C w.r.t. the shock, BC

and the scaled variance,

f2

C−1

f2
. This yields:

mΔ \̃C

mBC
=

f2

C−1

f2

f2

C−1

f2
+ 1

(4)

The RHS is positive for equation 4which shows that the size of the update increases

with the intensity of signal.

mΔ \̃C

m ( f
2

C−1

f2
)
=

BC − \C−1

( f
2

C−1

f2
+ 1)2

(5)

Equation 5 shows that Δ \̃C increases in scaled variance,

f2

C−1

f2
. However, this is

contingent on the shelling shock BC being larger than the value of \ in the time period,

C − 1. It also informs us that even if this differential is small enough, the update can

change significantly if the uncertainty increases.

Equation 3 gives us an insight to when the uncertainty around shelling peaks. We

conjecture that the uncertainty is maximum when C = 2, i.e., after the second shelling

event. This is understandable on an intuitive level as well. We simulate the model and
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its key parameters in Appendix A1. The loan officers might become more uncertain

about the outcome after the first event itself. However, they might be prone to dismiss

it as a one-off incident and this causes uncertainty to peak after the second event.

Thereafter, as they observe more incidents, the uncertainty declines as they learn about

the new normal and incorporate it into their beliefs.

5 Data & Identification Strategy

We obtain our loan-level data from the largest lender in the state of Jammu&Kashmir.

The lender which provides us with the data is close to a monopolist in lendingmarkets

of this region. For example, in the financial year of 2017-18, the lending target allocated

to them was 72% of the overall lending target in the state of Jammu & Kashmir20. The

lender also has considerable geographical reach, accounting for 45% of the branches,

65% of the bank correspondents and 44% of the ATMs in the state as of 31st December,

2017.21 Our data covers the period from January 2014 - June 2017.

Information regarding the variables present in the data is depicted in Table 3 which

shows summary statistics for loans initiated by affected and unaffected branches. We

observe that the second row of Panel A, which calculates the logarithm of the interest

rate, has a lower value for affected branches as compared to the unaffected branches.

Similarly, the logarithm of the loan amounts and % loan collateralized have lower

values for the affected areas. Any collateral is a variable which captures whether a

loan had collateral put up against it at the time of disbursement. The variable does not

change for either group.

To compute the distance of a branch from the border, we hand collect its geocode

using Google Maps. Subsequently, we use this information to calculate the shortest

distance of each branch from the border using HERE Maps. We can observe in Panel

B of Table 3 that a loan granted in the affected region has a mean distance of about 6.4

km from the border. This is well within the range of the mortar guns as depicted in

20These lending targets are assigned by the state level bankers’ committee to districts based on lending

categories. Within adistrict, various branches fromdifferent reallocate the targets based on their capacity

to lend.

21Bank correspondents or BCs act as branchless banking associates and are responsible for last mile

delivery of banking services like account opening, deposits collection and payment services.
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Figure 3.

Apart from this, we also merge out data with supply targets (accorded at district

and loan-type level) to arrive at our supply slippage variable. The details of this variable

are explained in the later sections. We also observe that there is notmuch of a difference

in supply slippage between the treated and control set of branches. Data for deposits

at the centre-quarter level are obtained from the Reserve Bank of India’s (RBI) website.

The RBI has a number of centres in each district which aggregate the deposit and

credit data for the branches in the vicinity and report to the central bank. We map

each branch to the nearest centre to assign the level of deposits to it. The nature of

the deposits data allows to almost entirely isolate the deposits for our bank. This is

because the RBI collects data separately for public-sector (union government owned)

and private-sector banks. For purposes of classification, our bank was classified as a

private sector bank until late 2019 even though the state government of Jammu and

Kashmir owned a majority stake. As other private banks have a negligible presence in

the state,22 we can almost entirely attribute the movement in deposits to our bank.

5.1 Work Demand Pattern Data

Wealsomerge our datasetwith other variables that are used to control for loan demand

in our empirical specification, namely rural work demand at the sub-district level. We

obtain data for thework demanded by the number of individuals in a given sub-district

(subdivision of a district for administrative purposes) from the Mahatma Gandhi Na-

tional Rural Employment Guarantee Scheme (MGNREGS)website. MGNREGS,which

is sanctioned by the Indian Government, is the largest work-guarantee program in the

world and it guarantees 100 days of wage employment (primarily unskilled manual

work) per year to rural households. The MGNREGS is a demand-driven social welfare

scheme where an individual can "demand" work from the relevant authorities.

We use the MGNREGS website to hand collect the data for the work-demand

pattern in each sub-district and for each month. We also map each branch to its

closest sub-district using the geocodes for the branch and the sub-district. The work-

22As on December, 2017, 776 of the 927 bank branches operated by private sector banks in the state of

Jammu & Kashmir belong to our bank.
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demand pattern data counts the number of individuals every month who registered

with the local government to demand unskilled employment. TheMGNREGS is a fall-

back employment scheme which acts as a means of insurance for the rural populace.

The work demand has a cyclical pattern to it and it peaks when other employment

alternatives are scarce or inadequate. As a result, it acts as strong explanatory variable

for local economic demand (and as a corollary, loan demand).23 Past research has

shown that thework demandmaybe correlatedwith drought patterns and agricultural

distress (S. Agarwal, Prasad, Sharma, and Tantri (2018)) which is dependent on the

extent of monsoon rainfall. Hence, to prevent our data from capturing seasonal effects,

we de-seasonalize the work-demand data using month fixed-effects and then use the

residuals obtained from this exercise as our control for loan demand.

5.2 Primary Identification Strategy

We use a staggered difference-in-differences (DiD) as our primary empirical strategy.

We limit our analysis to only those districts in the state of J&K which are situated

along the Radcliffe Line. Within these districts, our treatment group consists of those

branches that lie within the 10 km of the Radcliffe Line where as the control group

consists of those branches which lie 10-20 km from the Radcliffe Line (Figure 5). The

choice of employing a cutoff at 10 km is not random and is dictated by what the local

authorities classify as areas affected by shelling. The local government routinely issues

circulars and warnings to citizens residing in this belt within 10 km from the border.

An example of such a circular is depicted in Figure A1. Additionally, the Indian

parliament also passed a bill recently which allowed individuals living within 6 km of

the Radcliffe Line to be eligible for reservation (3%) in appointment and promotions to

state government posts, apart from admission to professional institutions.24

23Thework demand pattern variable can be thought of as an excess labour supply variable that proxies

for local economic demand. When the local economy is doing well, excess labour is in short supply

where as when it is doing worse, labour supply increases. Ideally, work demand is negatively correlated

with the local economy. Post shelling, a re-opening of the local economy would ideally necessitate a

jump in demand. This jump in economic demand after the re-opening would be accompanied by a

simultaneous increase in loan demand, and also to a certain extent loan supply. As a corollary, work

demand is able to control for both loan supply and loan demand. Since it also accounts for loan supply

effects, our results are probably understated. However, in practice, whether loan supply or demand

dominates work demand is an empirical question. The bottom-line remains that it allows us to account

for all shelling-specific demand effects.

24https://www.prsindia.org/billtrack/jammu-and-kashmir-reservation-amendment-bill-2019
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However, we extend the affected region to 10 km from the border. The reasons for

doing so are:

i) The range of the mortar guns as depicted in in Figure 3 is probably more than 6

km as their technical specifications list a 7 km range but depending on conditions

their range could be even slightly more.

ii) This allows us to include loans for those borrowers who might reside within 6

to 7 km from the border but bank within the 10 km zone. Moreover, the 0-6/7

km belt in the Jammu division is primarily agrarian and rural with low branch

density.

iii) Branch density increases as one moves away from the border. As a result, it is

quite plausible that a borrower residing just around 6 to 7 km from the border

would prefer banking with a branch within 10 km from the border.

Additionally, the estimated effects also drop off substantially after the 10 km cutoff

lending credence that the shelling does not impact areas beyond that. This is depicted

in Figure 6 where we observe that the magnitude of the estimated beta coefficient

(within 2 km buckets) reduces as we move further away from the border areas before

becoming insignificant at the 8-10 km bucket.

We use a window of [C −3, C) months as our pre period and [C +1, C +4) months after

the event as our post period. A burn-in period of onemonth after the event allows us to

remove the effect of those loans which were contracted prior to the event but initiated

right after. To test the effect of conflict on loan terms for loans initiated by branches in

the affected areas, we estimate the following equation:

�=C4A4BC '0C48C = V0 + V1)A40C438 × %>BCC + V2)A40C438 + V3%>BCC + -:C + [ 9 + WC + `: + n<C
(1)

where Interest Rate denotes the logarithm of the interest rate for the disbursed loan.

Treated is a dummy variable which equals 1 for loans given by all branches within 0-10

km of the Radcliffe Line where as it is 0 for loans given by all branches within 10-20
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km of the Radcliffe Line. - is a vector of demand specific controls, [ denotes district

fixed effects, W denotes time (quarter) fixed effects and ` denotes loan type fixed effects.

District and time fixed effects allow us to absorb the time and district invariant portions

of interest rate. As a result, this helps us to control demand across the districts. Loan

type fixed effects allow us to compare within loan groups. This is pertinent as there

are more than a hundred loan types in our data. Moreover, the importance of loan

fixed effects stems from the fact that we cannot compare two different loan types as

the terms and conditions offered on both might be significantly different. For example

consumption loans and short-term credit lines might have very different orders of

magnitude of interest rates and amounts.

An assessment of the news articles collected by the SATP portal reveals that shelling

occurred around 5
th

October - 11
th

October 2014, 4
th

January - 5
th

January 2015, 26
th

October - 27
th
October 2015 and 23

rd
October - 1

st
November 2016. Evidently, our first

and second events occur very close to each other, i.e., within the 3 month window.

Hence, we collapse both events to a single event due to the possibility of confounding

effects associated with one event’s pre-period being the post-period for another event.

For the final event ending on 1
st
November, 2016 the post period coincides with the

demonetization event.25 Thus, we begin the post period for the DiD specification

from 1
st
January, 2017 which is after the demonetization exercise ended. We do this

because the lending almost came to a standstill during this period as bank officials

were involved in collecting banknotes and tallying deposits.

5.3 Disentangling Demand from Supply

Separating the interest rate effects due to changes in loan demand or supply is germane

to understanding the cause-effect relationship in our setting. This is the first step to

disentangling the inter-temporal pattern of interest rates which in turn helps us to

conclude whether the observed effects of shelling are temporary or permanent. For

example, it is plausible that the interest rate increase is determined by either a supply

decrease, a demand increase or both simultaneously. An increase in demand may be

25This pertains to the period when the government ordained that 500 and 1,000 rupee notes would no

longer be recognized as legal tender https://www.rbi.org.in/Scripts/NotificationUser.aspx?Id=10684&

Mode=0.
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driven by the re-seeding of economic activity following the temporary shutdown in

these areas. On the other hand, the decrease in supplymay be due to a rational reaction

by the loan officers, ex-post after observing the shelling events.

Expecting future incidences of similar nature, the loan officers may increase the

interest rate to account for any future losses or impairments on loans initiated to bor-

rowers in this region. This outcome may be Bayesian dictated by learning about their

environment. However, it is plausible that these effects are more permanent and are

necessitated by changes in risk preferences of the loan officers due to repeated occurrences

of the shelling events. As the possible effects are supply driven, this begets the need to

control for demand so thatwemay be able to understand the extent of the supply effect.

Whilewe use the usual gamut of fixed effects to control for generic demand effects, they

are not sufficient to control for demand effects which are shelling-specific in nature.

We control for hyper-local economic demand effects using the work demand pattern

apart from using the level of deposits to control for any effects prevailing owing to the

deposits channel (Drechsler, Savov, and Schnabl (2017)). This fact that demand and

supply effects operate in conjunction is borne out by the fact that while interest rates

increase (Table 4), loan volume granted on the extensive remains statistically indistin-

guishable from zero (Table 5). This is the case only when demand and supply move

simultaneously. For details regarding the interpretation of the coefficients associated

with the work demand data, please refer to the section in the appendix on Interpreting

Work Demand Coefficients.

6 Results

6.1 Baseline Results

Table 4 shows how the interest rate varies for borrowers who took out loans from

affected branches after the event. We convert the interest rate to its natural logarithm

to avoid the preponderance of zeroes, if any. Our primary coefficient of interest is the

DiD interaction term, Affected×Post. The dependent variables are depicted separately

for each shelling event to understand how successive events impact the outcomes. The

increase in interest rate for the first two events is approximately 0.55% where as for the
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third event it is about 0.8%. However, over the successive course of the three events,

the cumulative increase is about 2% which amounts to an overall increase of around

20 bps assuming a mean interest rate of about 7% (Table 4).26 Loan officers do not have

too much slack to change the interest rate substantially given that there are specific

guidelines in place for each type of loan. As a result, a loan officer can only vary the

interest rates in a small range from the established guidelines. We visually demonstrate

in Figure 7 the extent of the % slack loan officers exercise for an example set of loan

types. We observe that while 20 bps might seem to be a small number, it explains a

fairly significant part of the normal distribution curve across various loan types.

One might argue that since these districts are located on the border, loan officers

have been pricing the riskiness of loans in their decisions and thus what we observe

is simply a trend effect. However, as we note from Table 4, the loading on the Treated

variable is either insignificant or negative. This is opposite to what we observe for our

main coefficient Treated × Post thus negating the hypothesis that these districts were

risky throughout which resulted in higher interest rates. If anything, the interest rates

were lower for these districts and we explore the reasons for the same in Table 13 in the

section 8.3. It is plausible that the areas affected by shelling have features that make

them different from the unaffected areas situated in close proximity. Moreover, these

characteristics could be correlated with loan demand and as such be affecting our final

estimates. To account for any such characteristics, as robustness, we collapse variables

collected by the census for villages and towns adjoining the branches to create about 11

parameters that capture aspects like population, education, medical infrastructure and

transport facilities to name a few. We then use these characteristics at the branch level

as additional controls thus allowing us to account for any additional local features.

The results after doing so are depicted in Table B1 in the Appendix.

Additionally, we observe fromTable 4 an increasing propensity for the interest rates

to worsen for the borrowers over consecutive events. These results are also depicted

graphically in Figure 8 which shows how the interest rates increase progressively over

time for each shelling event. The first panel plots the DiD coefficients during and after

each event by shifting the window of the “post” period by 1 month. Following this

approach the post period moves from [C + 1, C + 4) to [C + 6, C + 9) except for the third

26 (1.006
3 − 1) × 7%
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event where we can shift by 2 months at most due to data availability. We overlay the

connected plot with a best fit fractional polynomial curve which shows that the trend

of the interest rates is upward sloping. We observe that the intensity of the reaction by

the loan officers increases over time as the incidents repeat themselves.

The second panel mimics the first one in approach. However, in this case the first

coefficient, i.e., for the post period from [C + 1, C + 4) is depicted just prior to each event.

The "delayed" reaction is estimated by averaging out DiD coefficients for post periods

[C + 4, C + 7) to [C + 6, C + 9). As before, for the third event, we average all coefficients after

the one with the post period [C + 1, C + 4) due to data availability. We keep a difference

of 3 months between the delayed and immediate reaction to isolate the effects as much

as possible. The second panel shows us that for the first event, the delayed reaction

is negligible or lower than the actual event. However, this is reversed for the second

event where we observe a much larger delayed reaction.

If the reaction of the loan officers to shelling is based only on the recent incident,

then the effects should be temporary and not persist once the shelling is over. This is

because once a loan officer observes an incidence, she accounts for possible damages

or destruction it might have caused and then incorporates this into the loan pricing

immediately after the event. This is what we observe in the months after the first

shelling event. However, in the period after the second event we see that the intensity

(of increase in interest rates) increases steadily and eventually settles at a level higher

than the starting point. This inter-temporal increase in interest rate after the second

event cannot be attributed to a rational reaction alone. This may be attributed this to

higher uncertainty regarding the future outcomes of similar nature and the extent to

which they could change lending and repayment patterns.

The best fit curve in both panels of Figure 8 makes for interesting revelations.

It shows that the while the initial reaction of the loan officers is more limited and

temporary, over repeat incidences this becomes permanent and structural. Table 6

tries to estimate the extent of the overreaction by comparing later periods with the

loan officers’ reaction immediately after the shelling event. Essentially, we keep our

research setting similar to equation 1 but only alter the definition of Post. The [C+1, C+4)

period (where C refers to when the shelling takes place) is when thePost dummy is set to

0 where as we set it to 1 for a three month window starting three, four and five months
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after the C + 1 month. The DiD coefficient captures the extent of overreaction over

and above the immediate rational reaction. The coefficients for the later periods after

the second event and third shelling event (columns 6, 7 and 8) in Table 6 corroborate

our graphical explanation apart from empirically establishing that the overreaction

component is statistically significant.

6.2 Long Run Effects of Shelling

Our previous results depict the immediate or short-run effects of shelling. We now

calibrate our results with the long-run impact of shelling to estimate whether the

effects we observe are consistent with a rational response. There are a few districts

in the Jammu division which lie on the de-facto border also known as the the Line

of Control (LoC). As mentioned previously, the LoC is a border which has not been

formally agreed upon by both India and Pakistan and as a result, hostilities between

the two countries along the border are commonplace. In fact, military aggression

along the LoC has been the norm since 1947, the year which both countries became

independent. As shelling incidences along the LoC are pretty common and have been

occurring for nearly 70 years, the branches along the LoC serve as an estimate for the

long-run impact of shelling. We try and estimate to what extent the our results for

incidents along the Radcliffe Line are comparable to those along the LoC.

If loan officerswere rational, ex-ante, wewould expect that assume that they exhibit

a reactionwhich is in linewith that along theLoC. To benchmark thedifference between

branches along both borders, we run a triple interaction with the results in Table 7.

The empirical strategy is similar to Table 4 with the only difference being that we add

an interaction term International Border, a dummy which equals 1 for branches located

in districts along the Radcliffe Line and 0 for those located in districts along the LoC.

We do not display all the interactions in the interest of brevity. We observe that the

triple interaction term for the first event in column 1 is statistically insignificant. This

is consistent with previous results that the loan officers’ reaction after the first event

is rational and in fact in line with the long run effect. However, subsequent events

upend this conclusion and we see that the immediate reaction after the second and

third events (columns 2 and 3) is over and above the long run effect. Figure 9 plots

22



the difference between the interest rate charged by loan officers in branches along the

LoC and the Radcliffe Line. The depiction is similar to Figure 8, the only difference

being that we add data points for the LoC. Figure 9 corroborates the results in Table 7.

The fitted curve for the LoC remains mostly flat throughout the entire sample period.

Moreover, as the incidences occur the gap between the International Border (Radcliffe

Line) and LoC seems to grow larger.

Given our empirical results thus far, we can estimate the overall shelling effect to

be a combination of the following factors:

Shelling effect = Short-run rational reaction (column 3 - column 1) +Medium-term reaction

owing to uncertainty (column 2 - column 3) + Long-run effect (column 1)

where Table 7 allowsus to infer that the immediate reactiondue to the shelling along

the Radcliffe Line is larger than the long-run effect for similar areas prone to protracted

conflict. In terms of actual quantity, column 1 denotes the long-run effect, column 2

denotes the sum of medium term reaction and the short-run rational reaction where

as column 3 is where the interest rates finally settle in the "new normal", significantly

above the initial starting point. As a corollary, column 3 quantifies the short-run

rational reaction over and above the long-run effect.

6.3 Effect of Shelling on the Information Set

Mortar shelling events are disruptive in the physical space due to their immediate and

delayed effects, not to mention the havoc they create for the residents of the affected

areas. However, the incidents are just as likely to disrupt the information set thus

making the acquisition of soft information more difficult. This is because the shelling

events and the ensuing temporary migration result in rupturing of the information

acquisition mechanism that the loan officers are used to. Moreover, it also adds an

extra dimension of accounting for the possible impact that the shelling might have on

loan repayment and risk. A few of the probable channels through which this could

occur is disruption in cash flows or the destruction of collateral. These effects might

result in greater dispersion in the interest rate estimates of the loan officers especially

in affected branches after the shelling incidents.
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To test whether this dispersion occurs, we run a heteroskedastic regression with

Treated, Post and Treated × Post as the variables that explain the variance. Our first

stage regression remains unchanged from our primary specification in equation 1.

Specifically, the variance equation m=y be written as:

f2

8C = exp{U0 + U1)A40C438 × %>BCC + U2)A40C438 + U3%>BCC} (2)

We use the 2-step generalized least squares (GLS) which produces the results in Table

8. The estimates are produced by first running OLS on the first stage equation which

is similar to equation 1 and then collecting the residuals of the same. Thereafter, we

again use OLS to regress the log-squared residuals, ;>6(42

8
) on Treated, Post and Treated

× Post to obtain the set of ". The estimates are then corrected to "̂ and the covariance

matrix based on Harvey (1976) which is then multiplied with Treated, Post and Treated

× Post to re-obtain an estimate for f̂2

8
which is subsequently used to as weights in the

original model to obtain our GLS estimates for "̂�!( and #̂�!(.

The results from the bottom panel of Table 8 demonstrate that the variance in

interest rates decreases with the events thus demonstrating that the loan officers start

building the incidence of possible shelling into their expectations. It is to be noted

that this is done by increasing the interest rates as depicted in Table 4. Our results for

declining dispersion in the interest rates is in line with our simulation for the same in

Figure S2 based on the model in Section 4.

7 Analyses of the Mechanism

7.1 Rational Response Due to Change in Beliefs

The previous sections establish that our results are supply driven. Where as the effect

after the first incident in Table 7 is hardly distinguishable from the long run effects, the

same cannot be said of the two events which occurred thereafter. However, while these

results inform us of the presence of an effect which supposedly stems from a rational

response by the loan officers, we are unable to pinpoint the precise channel.

We hypothesize that the supply side rationale for the increase in interest rate for
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borrowers across the shelling events maybe possibly attributed to change in beliefs. This

is because a shelling incidence causes changes in probability of future expectations of

loan default or impairment of loan value. This occurs due to better learning about

the environment in which the loan officer operates. As a result, the loan officers may

increase interest rates to account for any expected losses on their loan portfolio.

Subsequently, we investigate whether our results are driven by learning about

expected future outcomes. If this were true then the results we observe in Table 4 are

driven by a rational response to the inter-temporal incidences of shelling that the loan

officers observe. Ideally, if we were able to observe the expectations with respect to

default or loan terms of the loan officers and compare the changes before and after the

shelling episodes, we would be able to estimate the extent to which learning can play

a role in altering loan terms and other outcomes. We design an empirical specification

which allows us to measure the effect of learning on loan outcomes. The weighting

function is estimated on the lines of Malmendier and Nagel (2011) which allows us to

determine the weight for a given branch 8 at time C:

F8C (:, _) =
(0648C − :)_

30∑
:=1

(0648C − :)_
(3)

where 064 denotes the age of the branch at the time of loan disbursement. The 064

is determined by subtracting the number of days between the disbursement of a given

loan and the disbursement of the first loan by the branch. The intuition behind using

the 064 is that the longer a branch has been around, the better its understanding of

borrowers and hence its ability to learn. For a given branch 8 at time C, we consider a

window of 30 previous loan observations and subtract the number of days : , between

the 064 at a reference time C, and a loan disbursed within the 30 day window prior to

the reference loan. The reference loan and subsequently the reference time C alters, as

we loop over all the loans disbursed by a branch 8.

_ is a parameter which Malmendier and Nagel (2011) estimate using maximum

likelihood estimation. However, they state that the ballpark estimate of the same is

about 1.5. We increment _ in steps of 0.5, from 1 to 3. However, as our results in Table
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9 show, the outcomes do vary but are not dependent on the choice of _. The choice

of _ determines the shape of the weighting function. According to Malmendier and

Nagel (2011), for _ < 0, past observations receive a higher weight than more recent

observations. For _ = 0, both past and more recent observations are weighted equally,

where as with _ > 0, recent observations are weighted more. Our interest is in how

recent observations affect beliefs and thuswe set _ > 0 for our regression specifications.

Subsequently, we determine the weighted shelling variable for a given time C as a

multiplication of the shelling dummy and the weighting parameter:

,486ℎC43 (ℎ4;;8=68C (_) =
30∑
:=1

F8C (:, _) (ℎ4;;8=6C−: (4)

For days when shelling occurs, the dummy, (ℎ4;;8=6C−: is 1 where as when there is no

such occurrence, the dummy is 0.01. The days when shelling occurs are far fewer than

when it does not. As a result, using a non-zero dummy avoids the preponderance of

zeros when computing,486ℎC43 (ℎ4;;8=68C (_). The intuition behind using the weight-

ing parameter is that it allows us capture the lagged effect of the shelling incidence

days well past the event. We assume that this persistence lasts around a month and

diminishes in strength progressively, i.e., as we move away from the shelling event in

the time dimension. We then interactWeighted Shellingwith Affected branches to deter-

mine our coefficient of interest in Table 9. Our results show that the interest rates are

higher for branches in affected areas when interacted with Weighted Shelling by about

100 bps. This allows us to infer that shelling affects loan officers, who as a result alter

interest rate outcomes. The intensity of the outcomes varies in time and is greater, the

closer these are to the incident itself.
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8 Further Analyses

8.1 Isolating Generic Supply Effects

On the supply side, we primarily investigate effects caused due to shelling. However,

there might be other generic supply side effects interfering with our results. To control

for the same, we estimate the following modified specification:

�=C4A4BC '0C48C = V0 + V1)A40C438 × %>BCC + V2)A40C438 + V3%>BCC + V4(D??;H (;8??064@−1

+ -:C + [ 9 + WC + `: + n<C (5)

Treated is a dummy variable which equals 1 for loans given by all branches within

0-10 kilometres of the Radcliffe Line where as it is 0 for loans given by all branches

within 10-20 kilometres of the Radcliffe Line. [ denotes district fixed effects where as W

denotes time (quarter) fixed effects. ` denotes loan type fixed effects. Loan type fixed

effects allows us to compare within loan groups. Lagged Supply Slippage is a term we

observe at the district-loan category27 level with a quarterly frequency. We estimate it

for a given loan category, l for a quarter, q as follows:

(D??;H (;8??064;@ = 1 −

=∑
8=1

�D<D;0C8E4 !>0= +>;D<4;@

!4=38=6 +>;D<4 )0A64C;
(6)

where Lending Volume Target is the annual loan volume target for a loan category, l.

n denotes the total no. of branches in the district.

The rationale behind using the Supply Slippage of the previous quarter as a control

is that a greater chasm between the lending target (by loan volume) and cumulative

achievement in the previous quarter may result in more aggressive loan disbursement

policies employed by the branches to achieve the required numbers. On the other hand,

27Loan category is different from loan-type which we use as fixed effects in our equations. Loan

categories are a coarse agglomeration of loan type. While we have more 100 different loan types, they

are collapsed into 11 loan categories to allocate lending volume targets.
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if the target for a given loan category has been surpassed or is close to being surpassed,

we can expect a more tepid supply side push. Table 10 shows the results obtained

from fitting equation 5. Our primary coefficients of interest are the factor loadings on

Treated×Post andSupply Slippage. Wedonot have results for the first shelling event as the

Supply Slippage data does not cover that period. However, we do observe that including

Supply Slippage does not affect the betas on the variable of interest, Treated×Post. Table

10 shows that the factor loading on Interest rate for Treated×Post remains significant

even after we control for Supply Slippage. It is to be noted that we continue to control for

demand using our set of controls and fixed effects. Specifically, our results are driven

more by changes in supply due to shelling alone.

8.2 Investigating Loan Types Impaired by Shelling

8.2.1 Extensive Margin

The preponderance of shelling might result in reallocation to those loan types which

are more robust to changes in local economic demand. However, we model this on the

lines of Callen, Isaqzadeh, Long, and Sprenger (2014) who attribute this reallocation

to altering risk preferences captured through the change in certainty premium.

�4AC08=CH %A4<8D< = E(- |1)2 − E(- |1)D (7)

where E(- |1)2 denotes the utility elicited from a sure payoff of - where as E(- |1)D is

the utility derived from a gamble which has an expected value of - . The results are

conditional upon the fact that the beliefs, 1 do not alter as wemove from the the certain

to the uncertain payoff. Given these pre-conditions, we would expect the Certainty

Premium to increase as the risk aversion increases i.e, the utility derived from a sure

payoff would gradually become higher than one derived from a gamble yielding the

same expected value. We cannot elicit the exact payoffs (whether they are sure or

expected values) like Callen, Isaqzadeh, Long, and Sprenger (2014) due to the nature

of the dataset. Nonetheless, if we approximate the above specification with respect to

our setting, we can proxy E(- |1)2 as the utility derived from safer loans i.e., those loan
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types which are unaffected by shelling where as E(- |1)Dwould be the utility derived

from risky loans, i.e., which are affected by the shelling events.28

We classify each of our loan types in safer or risky loans depending on whether

they have a propensity to be impacted by the shelling incidents. For example, car loans,

agricultural loans and small business loans are classified as risky loans as they risk

being affected by the localized shutdowns that follow major shelling incidences. On

the other hand, consumer loans to salaried employees or loans linked to deposits are

considered to be safer loans.

Ex-ante, wewould expect shelling to increase the certainty premium as loan officers

would prioritize safe loans over risky ones. Our results are depicted in Table 11 where

Column 1 shows that the % volume of total lending accounted for by safer loans

increases by around 11% after shelling for branches situated in the affected areas i.e.,

within 10 kms of the Radcliffe Line. There is not a significant difference in the volume

of risky loans in Column 2. Expectantly, the difference in % volume between safe

and risky loans increases (Column 3) shows that there is a reallocation in lending in

the affected ares from risky to safer loans. This reallocation amounts to 21.4% of the

total lending volume. We control for time varying effects within a district (and thus

demand) by including District × Month fixed effects. Hence, Table 11 shows that the

loan officers tends to exhibit risk averse behaviour after the shelling events.

8.2.2 Intensive Margin

The results in Table 12 control for the effect of supply (other than shelling) and de-

mand thereby depicting that our results are driven by supply changes due to shelling.

However, there might still be concerns on the validity of the usage of Supply Slippage

as a variable to control for supply-side effects. As an additional check, we re-run the

specification for Table 4 by restricting ourselves to those loan types which have a larger

propensity of being affected or impaired by shelling. These loan types are primarily

auto loans, two wheeler loans, housing loans and agriculture loans of various types.

We do not observe any change in the complementary group i.e., the group of loans

which remain unaffected by shelling. These results are not reported in the interest of

28Simplifying our exposition, E(-)D = (1− ?).E(-)2 + ?.0 where ? is the non-zero probability of default

as a result of the shelling.
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brevity.

The results depicted in Table 12 show that the increase in interest rates for loan

types which tend to more impaired due to shelling stronger than the main effects in

Table 4 as the subset of these loans are expected to be more affected compared to a

broader sample. There is an increase of about 0.7% in the interest rate after the first

event, 1.2 %, after the second event and of about 0.5%, after the third event as noted in

Columns 1, 2 and 3 respectively. 29
,
30

8.3 Effect of Political Intervention

We investigate the possible effect of electoral politics on our results and whether it is

be driven by political patronage or influence. It is plausible that our observed effects

are influenced by lending directed by the government to these border areas since they

face financial distress and damage from shelling. To ascertain this, we first select those

assembly constituencies (in the districts along the Radcliffe Line) where there was a

close contest in the 2014 state assembly elections held between November-December,

2014. We define a Close Contest as one where the difference in votes between the

first and second placed candidate was less than the votes polled by the third placed

candidate. We obtain information on the voting percentages and votes polled from the

IndiaVotes website.31 Subsequently, we map bank branches to their relevant assembly

constituencies using their geocodes (for the bank branches) and shapefiles (for the

constituencies). This is done by plotting assembly constituency maps and placing the

bank branches on these constituencies using GIS maps in R. We conjecture that the

possibility of a close contest in these constituencies increases the chances of relief in

the form of interest rate subventions especially by victorious politicians who might

influence lending by the bank. This is plausible because victorious candidates might

lobby with the government (which owns a majority stake) to ask for some concessions

for the residents of their constituency.32

29This is the % change in the interest rate before and after the shelling for both treatment and control

groups.

30exp

(
0.735 × 10

−2
)
− 1; exp

(
1.177 × 10

−2
)
− 1; exp

(
0.552 × 10

−2
)
− 1

31http://www.indiavotes.com/.

32The state government of Jammu & Kashmir has a majority shareholding in the bank (from which

we obtain our data) owning more than 50% of the common equity. https://www.jkbank.com/pdfs/

annrep/J-&-K-Bank-AR-2014.pdf.
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The dummyvariableClose Contest equals 1 for those brancheswhich liewithin those

border constituencies which experienced a close electoral contest where as it equals 0

for those branches which lie within those constituencies which did not experience a

close close contest (but still lie in the districts situated along the Radcliffe Line). Table

13 shows that the loan terms are not significantly different for the two shelling events

occurring after the state assembly elections. An exception is Column 1 which shows a

drop in interest rate for these branches. It is plausible that the first shelling event after

the elections results in these branches being directed to lower interest rates to aid the

residents of the areas affected by shelling. However, this effect does not translate on to

the third shelling event which occurs a couple of years after the elections. Nonetheless,

the effect in Column 1works in a direction opposite to ourmain results and is expected

to make our results weaker, if at all.

8.4 Change in Borrower Pool

A possible concern regarding our results could be that higher interest rate capture not

the effect of shelling but instead are symptomatic of worsening borrower quality over

the sample period. In other words, its plausible that the results we observe are not

reflective of the altering preferences and beliefs of the loan officers due to shelling.

A generic worsening in borrower quality could also precipitate a similar supply side

reaction by the loan officers. If this were true, we would observe an increase in both

ex-ante and ex-post borrower risk measures over time.

We explore how ex-post risk changes for borrowers due to shelling. The first panel

of Figure 10 shows the mean % of NPLs for loans originated before and after each

shelling event for the treated group. The treated group has higher % of NPLs for the

first event but there does not seem to be a definite upward trend over the course of the

three events. This demonstrates that worsening borrower quality is not responsible

for the loan officers’ reaction. The results with NPLs could, however, be vitiated by

the problem of right censoring. As it takes a while for banks to recognize NPLs, loans

disbursed earlier in the sample period have a greater chance of turning into NPLs as

compared to loans disbursed later in the sample period.

From the lower panel of Figure 10, we deduce that the ex-ante risk for loans in the
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treated group are not significantly different from each other. To depict this, we plot the

mean of the internal ratings for the treated groups for loans initiated before and after

each of the shelling events. We find negligible differences in internal ratings for the

treated group across all three events. This supports the claim that ex-ante, loan officers

do not perceive a deterioration in borrower quality. Thus, using a combination of %

of NPLs and internal ratings we ascertain that the borrower quality does not worsen

after shelling. This adds merit to our hypothesis that the results we observe are not a

reaction (by the loan officers) due to perceived change in borrower quality.

8.5 Productive Lending

Finally, we depict how shelling impacts productive lending. Table 14 shows that except

for the first event, the interest rate charged on productive loans is higher for the second

and third shelling events. We first label each of the loan types in our sample as

productive or non-productive and then filter our sample to include only productive

loans. Some examples of productive loans include crop loans, agricultural loans, small

business loans and loans for artisans. Shelling seems to have a two pronged negative

impact on the lending in the affected areas. As observed in Table 11, on the extensive

margin it drives loan officers towards disbursing safer loans like consumer loans in

lieu of the riskier productive loans. Additionally, as per Table 14, it also drives up

the interest rates for these productive loans thus slowing the resumption of economic

activity.

9 Conclusion

We analyze the altered response of loan officers to repeated episodes of observed

conflict. We measure conflict episodes using incidents of shelling, i.e., mortar gun

firing across the Radcliffe Line (international boundary between India and Pakistan).

Our incidents are restricted to only those events where the damage was large enough

to trigger migration of the border dwelling populace. To explore our hypotheses, we

use a region-wise loan level database from the largest bank (in terms of lending volume

and overall presence) in the state of Jammu & Kashmir in India. We use interest rates,
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i.e., changes on the intensive margin as our main outcome variable.

We observe that interest rates show a successive increase over each event following

the shelling incidents. The loan amount on the extensive margin does not change

appreciably and this coupled with an interest rate increase shows that both supply and

demand change simultaneously. We control for economic effects on the demand side

using changes in local work pattern. The work demand pattern is a demand focused

rural employment guarantee program, and given the way it is structured, allows us

to understand the extent of economic activity. The work demand pattern controls for

both demand and supply focused economic effects. Hence, our stated supply-driven

results are understated to a certain degree. We then show that the change in interest

rates is not only an adjustment to shelling-specific shocks but also responds (with a

delayed effect) to an increase in uncertainty prevailing due to the shelling. We also

explore the channels for this altered behaviour and demonstrate that this is primarily

due to recast beliefs.

We also carry out a slew of additional tests which show that the loan officers

re-allocate lending to safer loans which are less prone to be affected by shelling. We

investigate thepossibility of political interference in the lendingdecisions in the affected

areas. Since the bank was controlled by the state government (through a majority

stake) during this period, it is plausible that lending gets re-directed to appease the

constituents. We do observe that following close electoral contests, there is a greater

propensity for the loan officers to offer lax terms.

While we use a setting which corresponds to conflict, our results are also applicable

in a general context of supply side credit tightening. We observe that when faced with

political shocks, banks tend to tighten credit, which could exacerbate credit or liquidity

spirals on the downside. This calls for policy action to prevent or limit the intensity of

such episodes. Investigating the intensity and timing of credit spirals propagated by

the supply side could also be a topic of future research.
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Figure 1: British Indian Empire, 1909
The map below shows the territories of British India. Areas shaded in pink denote territories administered by the Government of India where as the areas

shaded yellow depict the princely states. The boundaries did not alter significantly between 1909 and 1947, the year when India obtained independence.

Source: Oxford University Press, 1909. Scanned and reduced from personal copy by Fowler & Fowler, 5 August 2007. Author: Edinburgh Geographical Institute; J. G.
Bartholomew and Sons
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Figure 2: The (many) boundaries of the erstwhile princely state of Jammu&Kashmir
The map below shows the present boundaries of the erswhile princely state of Jammu & Kashmir. The

area shaded in green denotes territory administered by Pakistan where as the area shaded in yellow

denotes territory administered by the Government of India. Areas in brown are under Chinese control.

The red border marks the periphery of the undivided princely state.

Source: Geography and Map Division, Library of Congress. Washington, D.C. (http://hdl.loc.gov/loc.gmd/
g7653j.ct001188)
Contributor: Central Intelligence Agency, Cartography Center. United States 2004
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Figure 3: Details of one of the mortar guns used by the security forces
The figure below depicts the details of one of the mortar guns employed by the Pakistani army along its

borders. The maximum range of the rounds fired is approximately 7 km.

120mm MORTAR 
 

120 mm Mortar is a simple weapon which combines mobility with fire power. It is developed as a 

light field artillery against enemy troops. It fires a variety of ammo and provides all round fire 

support from 500m (min) to 7150m (max). The mortar is developed for firing by a crew of five. 

Weapon is currently in use with Pakistan Army 

 

Weight    402 Kg 

Elevation    45° to 80° 

Traverse    17°  

Rate of fire   8 RPM 

Source: Ministry of Defence Production, Government of Pakistan.
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Figure 4: Position of Jammu, Samba and Kathua within the larger map of the erstwhile princely state of Jammu & Kashmir
The figure below depicts the location of the three districts along the Radcliffe Line for the undivided state of Jammu & Kashmir. This map does not reflect the

contemporary political boundaries which are depicted in Figure 2.
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Figure 5: Treated and control branches in the districts along the Radcliffe Line
The figure below depicts the location of the treated and control branches in the three districts along the Radcliffe Line. The red circles depict the treated branches

which are situated within 10 kilometres of the Radcliffe Line where as the green circles depict the control branches. The two green circles at the bottom depict

branches that are on the state border within India and not along the Radcliffe Line. Note: The figure was made in R with ggmaps designed by Kahle and

Wickham (2013).
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Figure 6: Efficacy of 10 km cutoff limit
We investigate whether the estimation effects persist beyond the 10 km cutoffwe impose for our primary

specification. As mentioned, the range of the mortar guns is around 7 km which we extend this to 10

km as some of the people might bank a little outside this region. We create distance from the border
dummies that capture branches within a 2 km band starting from 0 km and their interaction terms with

the Post variable. We then re-run ourmain specificationwith these dummies and their time interactions.

Our results show that the interaction betas are highest in branches closest to the border where as they

decrease as we move away from the border. In fact, we observe that the results are most economically

and statistically significant for branches up to 6 km from the border which more or less coincides with

the range of the mortar guns. The black bars denote statistically significant coefficients where as the

grey bars denote the statistically insignificant coefficients.
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Figure 7: Interest rate bandwidth exercised by loan officers
The figures below depict the possible bandwidth exercised by the loan officers for a few salient loan

types disbursed by branches situated in areas affected by shelling. We plot the corresponding normal

distribution of interest rates for each of these selected loan types. The means are re-centred to zero for

convenience. The shaded areas depict howmuch of the bandwidth for each loan type is exercised when

interest rates are increased by 20 bps. We select 20 bps as this is the approximate increase in interest

rates for our specification over the three shelling events. The figures depict that for some loan types the

variability is high where as for others the distributions are much more tight thus resulting in 20 bps

constituting a significant portion of the bandwidth.
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Figure 8: Time varying Difference-in-Difference (DiD) coefficients for interest rate along the International Border
The figures depict the DiD coefficients for interest rate over time starting from the first shelling event along the International Border (IB). The first figure in the

panel shows the DiD coefficients for each event using a specification similar to our main regression equation. However, for each event we shift the post period

starting from [C + 1, C + 4) by one month to [C + 6, C + 9) except for the third event where we can shift by 2 months at most due to data availability. The darker circles

denote those DiD coefficients which are significant at the 95% confidence interval. We overlay the connected plot with a best fit fractional polynomial curve.

The second figure denotes a similar graph as the first one. However, in this case the first coefficient, i.e., for the post period from [C + 1, C + 4) is depicted just prior

to each event. The “delayed” reaction is estimated by averaging out DiD coefficients for post periods [C + 4, C + 7) to [C + 6, C + 9). As before, for the third event, we

average all coefficients after the one with the post period [C + 1, C + 4) due to data availability. We again overlay the plot with a best fit fractional polynomial curve.
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Figure 9: Time varying Difference-in-Difference (DiD) coefficients for interest rate along the International Border & Line of
Control.
The figures depict the DiD coefficients for interest rate over time starting from the first shelling event along the International Border (IB). The first figure in the

panel shows the DiD coefficients for each event using a specification similar to our main regression equation. However, for each event we shift the post period

starting from [C + 1, C + 4) by one month to [C + 6, C + 9) except for the third event where we can shift by 2 months at most due to data availability. The darker circles

denote those DiD coefficients which are significant at the 95% confidence interval. We overlay the connected plot with a best fit fractional polynomial curve.

Similarly, we plot the DiD coefficients and best fit curve for the branches along the Line of Control. The second figure denotes a similar graph as the first one for

branches along the International Border and the Line of Control. However, in this case the first coefficient, i.e., for the post period from [C + 1, C + 4) is depicted
just prior to each event. The “delayed” reaction is estimated by averaging out DiD coefficients for post periods [C + 4, C + 7) to [C + 6, C + 9). As before, for the

third event, we average all coefficients after the one with the post period [C + 1, C + 4) due to data availability. We again overlay the plot with a best fit fractional

polynomial curve.
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Figure 10: Change in borrower quality before and after shelling

(a) NPLs

(b) Internal Ratings
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Table 1 Timeline of Events

October 2014 • First major shelling incident in the border

districts on the Indian side along the Radcliffe

Line.

January 2015 • Second major shelling incident in a space of

three months.

January 2015 • About 30,000 individuals displaced following

the hostilities of the last three months.

October 2015 • Re-occurrence of shelling in Samba and

Kathua districts.

November 2015 • Displacement of 3000 individuals as a result of

the shelling.

October 2016 • Shelling along the Radcliffe line leading to the

migration of about 10,000 individuals from the

border districts.

November 2016 • Demonetization of high value currency notes

(INR 500 and 1000) by the Reserve Bank of

India.

October 2019 • Bifurcation of the state of Jammu & Kashmir

into the federally administered territories of

Jammu & Kashmir and Ladakh.
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Table 2 Shelling events and affected population
The table presents the dates of shelling, affected districts and number of people who were forced to migrate from

their homes. The displaced population numbers are ballpark and have been obtained from a curation of newspaper

articles on the South Asian Terrorism Portal (SATP) website via http://old.satp.org/satporgtp/countries/india/

states/jandk/timeline/index.htm. The event in 2016 was the most long drawn and intense with the latter half of

October, 2016 seeing 29 villages bombed by mortar guns.Event 1 is the amalgamation of 2 separate events occurring

very close to each other; namely from 5
th

Oct, 2014 - 11
th

Oct, 2014 and 4
th

Jan, 2015 - 5
th

Jan, 2015 across Jammu,

Samba and Kathua. The displaced population for these events was approximately 20,000 and 10,000 individuals

respectively.

# Event Shelling Date(s) Affected Districts Displaced population (approx.)

1 5
th
Oct, 2014 - 5

th
Jan, 2015 Jammu, Samba and Kathua 30,000

3 26
th
Oct, 2015 - 27

th
Oct, 2015 Samba and Kathua 3,000

4 2
nd

Oct, 2016 - 1
st
Nov, 2016 Jammu, Samba and Kathua 10,800
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Table 3 Summary Statistics
This table presents summary statistics for selected loan, and branch specific variables for branches in both affected

and unaffected areas. Our data covers the period from January 2011 to June 2016where we subset to branches affected

by shelling (0-10 km from the Radcliffe Line) and those unaffected by shelling (10-20 km from the Radcliffe Line).

Loan amounts are expressed in Indian rupees (INR).

(1) (2)

Affected branches Unaffected branches

Obs. Mean Std. Dev. Obs. Mean Std. Dev.

Panel A. Loan Terms and Lending Variables
Interest rate (%) 34,961 9.22 2.89 75,500 11.03 2.88

Log(Interest rate) 34,961 2.17 0.30 75,500 2.36 0.30

Amount (INR) 34,985 181,494.06 279,797.46 75,541 349,757.33 399,007.03

Log(Amount) 29,335 1132.62 172.42 72,079 1216.12 140.40

% Loan collateralized 29,335 0.64 0.91 72,079 0.79 1.23

Loan maturity (months) 14,195 68.15 30.44 55,921 71.32 33.40

Any collateral (0/1) 34,985 0.39 0.49 75,541 0.47 0.50

Panel B. Branch Specific Variables
Distance from Radcliffe Line (km) 34,985 6.27 2.34 75,541 15.83 2.80

Panel C. Sub-district Specific Variables
Rural work demand(# persons) 15,784 272.19 324.23 52,361 466.63 400.54

De-seasonalized rural work demand(# persons) 15,784 -24.22 275.36 52,361 174.28 367.71

Panel D. District Specific Variables
Deposit Level (INR Millions) 9,956 10236.63 27660.08 33,2136 86,383.92 59,693.5

Change in Deposit Level (INR Millions) 8,899 461.71 1,433.90 29,678 3,601.83 4,089.72

Lagged supply slippage (%) 8,735 0.62 0.21 29,096 0.64 0.23
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Table 4 Changes in interest rates for branches situated in areas affected by shelling
The table below presents difference-in-differences estimates for interest rate for loans initiated by branches close to

the Radcliffe Line (International Border). The treatment group consists of all branches within 10 kilometres from the

Radcliffe Line where as the control group consists of branches within the 10-20 kilometre range from the Radcliffe

Line. Affected is a dummy variable which captures whether a branch was situated within 10 kilometres from the

Radcliffe Line where as Post is a dummy which captures only those loans which were initiated within [C + 1, C + 4)
months after the shelling subsided. We use a burn in period of one month after the shelling to account for any loans

that might have been contracted prior to the event. The analysis is limited to those shelling events where the damage

was calamitous enough to warrant migration of border dwelling populations. We also consider only those districts of

Jammu & Kashmir that share the Radcliffe Line (International Border) with Pakistan which was agreed upon during

the partition of British India in 1947. We control for loan demand by proxying it with rural work demand and also

control for the level of deposits. Standard errors are in parentheses and corrected for heteroskedasticity usingWhite’s

methodology. *** p<0.01, ** p<0.05, * p<0.1.

Log(Interest Rate)

(1) (2) (3)

First Shelling Event Second Shelling Event Third Shelling Event

Affected×Post(10
−2
) 0.548

∗∗
0.554

∗∗
0.793

∗∗∗

(0.271) (0.252) (0.144)
Affected(10

−2
) −0.920

∗∗∗ −0.587
∗∗∗ −0.513

∗∗∗

(0.179) (0.215) (0.111)
Post(10

−2
) −0.848 −2.146

∗∗∗ −3.236
∗∗∗

(0.638) (0.226) (0.082)
Rural Work Demand(# persons, 10

−3
) −0.341 −0.438

∗∗
0.576

∗∗∗

(0.239) (0.219) (0.122)
Deposit Level (INR Millions, 10

−6
) 1.425 −2.416

∗∗∗

(1.589) (0.771)

District fixed-effects . . .

Quarter fixed-effects . . .

Loan-type fixed-effects . . .

'2
0.966 0.951 0.968

Observations 7, 139 10, 807 14, 744
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Table 5 Changes in total loan volume granted for branches situated in areas affected by
shelling
The table belowpresents difference-in-differences estimates for the total loan amount initiatedbybranches (permonth)

close to the Radcliffe Line (International Border). The treatment group consists of all branches within 10 kilometres

from the Radcliffe Line where as the control group consists of branches within the 10-20 kilometre range from the

Radcliffe Line. Affected is a dummy variable which captures whether a branch was situated within 10 kilometres from

the Radcliffe Line where as Post is a dummy which captures only those loans which were initiated within [C + 1, C + 4)
months after the shelling subsided. We use a burn in period of one month after the shelling to account for any loans

that might have been contracted prior to the event. The analysis is limited to those shelling events where the damage

was calamitous enough to warrant migration of border dwelling populations. We also consider only those districts of

Jammu & Kashmir that share the Radcliffe Line (International Border) with Pakistan which was agreed upon during

the partition of British India in 1947. Standard errors are in parentheses and corrected for heteroskedasticity using

White’s methodology. *** p<0.01, ** p<0.05, * p<0.1.

Log(Loan Amount)

(1) (2) (3)

First Shelling Event Second Shelling Event Third Shelling Event

Affected × (10
−2
) 0.017 0.032 0.002

(0.077) (0.065) (0.060)
Affected(10

−2
) −0.123

∗∗ −0.088
∗ −0.161

∗∗∗

(0.056) (0.047) (0.044)
Post(10

−2
) 0.372

∗∗∗ −0.039 0.179
∗∗∗

(0.116) (0.050) (0.032)

District fixed-effects . . .

Quarter fixed-effects . . .

Loan-type fixed-effects . . .

'2
0.522 0.619 0.561

Observations 3, 368 4, 239 5, 872
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Table 6 Overreaction in interest rates beyond the “post-shelling” period
The table below presents difference-in-differences estimates for interest rate for loans initiated by branches close to the Radcliffe Line (International Border). The

treatment group consists of all branches within 10 kilometres from the Radcliffe Line where as the control group consists of branches within the 10-20 kilometre range

from the Radcliffe Line. Affected is a dummy variable which captures whether a branch was situated within 10 kilometres from the Radcliffe Line. To compare the

interest rate values just after the shelling incidence to subsequent month, we use the [C + 1, C + 4) months after the shelling subsided as the Pre period where as Post
dummy captures those loans initiated three, four or five months after the (C + 1) month. Given the limited observations after the third shelling event, the Post period
encapsulates one and twomonth after the (C +1) month. The analysis is limited to those shelling events where the damage was calamitous enough to warrant migration

of border dwelling populations. We also consider only those districts of Jammu & Kashmir that share the Radcliffe Line (International Border) with Pakistan which

was agreed upon during the partition of British India in 1947. We control for loan demand by proxying it with rural work demand and also control for the level of

deposits. Standard errors are in parentheses and corrected for heteroskedasticity using White’s methodology. *** p<0.01, ** p<0.05, * p<0.1.

Months after first shelling Months after second shelling Months after third shelling

(1) (2) (3) (4) (5) (6) (7) (8)

Three Four Five Three Four Five One Two

Affected×Post(10
−2
) −0.361 −0.139 0.100 0.374 0.048 0.561

∗∗∗
0.456

∗
0.523

∗∗

(0.275) (0.273) (0.273) (0.269) (0.212) (0.176) (0.238) (0.215)

Demand Controls . . . . . . . .

District fixed-effects . . . . . . . .

Quarter fixed-effects . . . . . . . .

Loan-type fixed-effects . . . . . . . .

'2
0.962 0.963 0.961 0.952 0.956 0.957 0.965 0.965

Observations 7, 745 7, 995 8, 342 11, 209 12, 975 14, 758 7, 487 7, 487
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Table 7 Changes in interest rates for branches situated in areas affected by shelling (along the
Line of Control)
The table belowpresents triple difference estimates for interest rate for loans initiated by branches close to the Radcliffe

Line (International Border). The treatment group consists of all branches in the Jammu division within 10 kilometres

from the border where as the control group consists of branches in the Jammu division in the 10-20 kilometre range

from the border. Affected is a dummy variable which captures whether a branch was situated within 10 kilometres

from the border where as Post is a dummy which captures only those loans which were initiated within [C + 1, C + 4)
months after the shelling subsided. We use a burn in period of one month after the shelling to account for any

loans that might have been contracted prior to the event. International Border is a dummy variable which equals 1

for those branches situated in the districts of Jammu & Kashmir that share the Radcliffe Line (International Border)

with Pakistan where as it is zero for branches situated in districts along the Line of Control (de-facto border) in the

Jammu division. The analysis is limited to those shelling events where the damagewas calamitous enough to warrant

migration of border dwelling populations. We do not report all the interaction terms for in the interest of brevity.

Standard errors are in parentheses and corrected for heteroskedasticity using White’s methodology. *** p<0.01, **

p<0.05, * p<0.1.

Log(Interest Rate)

(1) (2) (3)

First Shelling Event Second Shelling Event Third Shelling Event

Affected×Post×International Border(10
−2
) 0.373 0.713

∗∗
0.593

∗∗

(0.298) (0.334) (0.265)
Affected×Post(10

−2
) 0.314

∗∗ −0.094 0.167

(0.157) (0.214) (0.221)
Deposit Level (INR Millions, 10

−6
) 1.363 −1.971

∗∗∗

(1.574) (0.743)

District fixed-effects . . .

Quarter fixed-effects . . .

Loan-type fixed-effects . . .

'2
0.978 0.963 0.972

Observations 10, 157 14, 275 19, 611
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Table 8 Change in variance of interest rates for branches situated in areas affected by shelling
The table below presents difference-in-differences estimates for interest rate for loans initiated by branches close to

the Radcliffe Line (International Border) using two-step generalized least squares (GLS). The treatment group consists

of all branches within 10 kilometres from the Radcliffe Line where as the control group consists of branches within

the 10-20 kilometre range from the Radcliffe Line. We use a burn in period of one month after the shelling to account

for any loans that might have been contracted prior to the event. The analysis is limited to those shelling events

where the damage was calamitous enough to warrant migration of border dwelling populations. We also consider

only those districts of Jammu&Kashmir that share the Radcliffe Line (International Border) with Pakistan which was

agreed upon during the partition of British India in 1947. The GLS estimates are obtained after correcting for the OLS

estimates as stated in Harvey (1976). *** p<0.01, ** p<0.05, * p<0.1.

(1) (2) (3)

First Shelling Event Second Shelling Event Third Shelling Event

Log(Interest Rate)

Affected×Post(10
−2
) 0.531

∗∗
0.530

∗∗
0.800

∗∗∗

(0.261) (0.260) (0.176)
District fixed-effects . . .

Quarter fixed-effects . . .

Loan-type fixed-effects . . .

Log(f2

�=C4A4BC '0C4
)

Affected×Post(10
−2
) 0.976

∗∗∗
0.378

∗∗∗ −0.965
∗∗∗

(0.124) (0.100) (0.087)

Observations 7, 139 10, 807 14, 744
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Table 9 Effect of learning on interest rate for branches situated in areas affected by shelling
The table below presents difference-in-differences estimates for interest rates on loans initiated by branches close to the

Radcliffe Line (International Border). The treatment group consists of all branches within 10 kilometres from the Radcliffe

Line where as the control group consists of branches within the 10-20 kilometre range from the Radcliffe Line. Affected is a

dummyvariablewhich captureswhether a branchwas situatedwithin 10 kilometres from theRadcliffe Line. The continuous

variable Weighted Shelling uses time varying weights to capture the lingering effects of shelling after the culmination of the

event. The parameter _ determines the shape of the weighting function. The results are robust to the selection of _. The

analysis is limited to those shelling eventswhere the damagewas calamitous enough towarrantmigration of border dwelling

populations. We also consider only those districts of Jammu & Kashmir that share the Radcliffe Line (International Border)

with Pakistan which was agreed upon during the partition of British India in 1947. Standard errors are in parentheses and

corrected for heteroskedasticity using White’s methodology. *** p<0.01, ** p<0.05, * p<0.1.

All Events - Log(Interest Rate)

(1) (2) (3) (4) (5)

_ = 1 _ = 1.5 _ = 2 _ = 2.5 _ = 3

Affected×Weighted Shelling(10
−2
) 1.574

∗∗
1.576

∗∗
1.574

∗∗
1.569

∗∗
1.559

∗∗

(0.616) (0.616) (0.616) (0.616) (0.615)
Affected(10

−2
) −0.192 −0.293 −0.395 −0.495 −0.595

(0.463) (0.467) (0.470) (0.473) (0.476)
Weighted Shelling(10

−2
) −0.450

∗∗∗ −0.450
∗∗∗ −0.450

∗∗∗ −0.449
∗∗∗ −0.449

∗∗∗

(0.072) (0.072) (0.072) (0.072) (0.072)

Demand Controls . . . . .

District fixed-effects . . . . .

Quarter fixed-effects . . . . .

Loan-type fixed-effects . . . . .

'2
0.954 0.954 0.954 0.954 0.954

Observations 48, 244 48, 244 48, 244 48, 244 48, 244
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Table 10 Changes in loan terms for branches situated in areas affected by shelling adjusting for
generic credit supply effects
The table below presents difference-in-differences estimates on interest rates for loans initiated by branches close to the

Radcliffe Line (International Border) controlling for supply side effects. Supply Slippage is a variable which captures the %

of lending volume target achieved in the prior quarter thus allowing us to absorb any effects emanating from supply. The

treatment group consists of all branches within 10 kilometres from the Radcliffe Line where as the control group consists

of branches within the 10-20 kilometre range from the Radcliffe Line. Affected is a dummy variable which captures whether

a branch was situated within 10 kilometres from the Radcliffe Line where as Post is a dummy which captures only those

loans which were initiated within [C + 1, C + 4) months after the shelling subsided. We use a burn in period of one month

after the shelling to account for any loans that might have been contracted prior to the event. The analysis is limited to

those shelling events where the damage was calamitous enough to warrant migration of border dwelling populations. We

also consider only those districts of Jammu & Kashmir that share the Radcliffe Line (International Border) with Pakistan

which was agreed upon during the partition of British India in 1947. Standard errors are in parentheses and corrected for

heteroskedasticity using White’s methodology. *** p<0.01, ** p<0.05, * p<0.1.

Log(Interest Rate)

(1) (2)

First Shelling Event Second Shelling Event

Affected×Post(10
−2
) 0.552

∗∗
0.786

∗∗∗

(0.252) (0.144)
Affected(10

−2
) −0.586

∗∗∗ −0.503
∗∗∗

(0.215) (0.111)
Post(10

−2
) −2.146

∗∗∗ −3.344
∗∗∗

(0.226) (0.106)
Rural Work Demand −0.436

∗∗
0.586

∗∗∗

(0.219) (0.122)
Sum of Deposits 0.000 −0.000

∗∗∗

(0.000) (0.000)
Supply Slippage(%) −0.090 0.458

∗

(0.252) (0.245)

District fixed-effects . .

Quarter fixed-effects . .

Loan-type fixed-effects . .

'2
0.951 0.968

Observations 10, 807 14, 744
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Table 11 Reallocation in lending volume for branches situated in areas affected by shelling
The table below presents the regression of % change in allocation across risky or safe loan types against a dummy variable,

Postwhich is 1 for [C + 1, C + 4) months after the shelling subsided and 0 for [C − 3, C) months before the shelling. We compute

the total volume of loans initiated each month and then determine what % of the volume may be attributed to risky or safe

loan types thus reducing our loan level data to a monthly level. We restrict the sample to loans initiated by branches close to

the Radcliffe Line (International Border) i.e., within 10 kilometres from the Radcliffe Line. As before, the analysis is limited

to those shelling events where the damage was calamitous enough to warrant migration of border dwelling populations.

We also consider only those districts of Jammu & Kashmir that share the Radcliffe Line (International Border) with Pakistan

which was agreed upon during the partition of British India in 1947. Standard errors are in parentheses and corrected for

heteroskedasticity using White’s methodology. *** p<0.01, ** p<0.05, * p<0.1.

Safer loans Risky loans Safer - Risky

(1) (2) (3)

Post 0.110
∗∗∗ −0.104 0.214

∗∗

(0.036) (0.082) (0.089)

District × Time fixed-effects . . .

'2
0.041 0.070 0.037

Observations 1, 726 1, 726 1, 726
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Table 12 Changes in interest rates for loan types impaired by shelling
The table below presents difference-in-differences estimates for the interest rate for loans initiated by branches close to the

Radcliffe Line (International Border). The treatment group consists of all branches within 10 kilometres from the Radcliffe

Line where as the control group consists of branches within the 10-20 kilometre range from the Radcliffe Line. We restrict

the set of observations to only those loan types that have a greater tendency to be effected by the shelling events. Affected is a
dummy variable which captures whether a branch was situated within 10 kilometres from the Radcliffe Line where as Post
is a dummy which captures only those loans which were initiated within [C + 1, C + 4) months after the shelling subsided.

We use a burn in period of one month after the shelling to account for any loans that might have been contracted prior to

the event. The analysis is limited to those shelling events where the damage was calamitous enough to warrant migration

of border dwelling populations. We also consider only those districts of Jammu & Kashmir that share the Radcliffe Line

(International Border) with Pakistan which was agreed upon during the partition of British India in 1947. Standard errors

are in parentheses and corrected for heteroskedasticity using White’s methodology. *** p<0.01, ** p<0.05, * p<0.1.

Log(Interest Rate)

(1) (2) (3)

First Shelling Event Second Shelling Event Third Shelling Event

Affected×Post(10
−2
) 0.735

∗∗
1.177

∗∗∗
0.552

∗∗∗

(0.358) (0.424) (0.196)
Affected(10

−2
) −0.659

∗∗∗ −0.482 −0.383
∗∗

(0.190) (0.373) (0.157)
Post(10

−2
) −1.143

∗∗ −0.783
∗ −2.168

∗∗∗

(0.498) (0.405) (0.135)
Rural Work Demand(# persons, 10

−3
) −0.646

∗ −0.650
∗

0.425
∗∗∗

(0.373) (0.358) (0.150)
Deposit Level (INR Millions, 10

−6
) −5.501

∗ −1.608

(2.922) (1.100)

District fixed-effects . . .

Quarter fixed-effects . . .

Loan-type fixed-effects . . .

'2
0.955 0.911 0.957

Observations 3, 463 4, 155 6, 612

58



Table 13 Robustness: Change in interest rates for branches situated in close contest electoral
constituencies and areas affected by shelling
The table below presents difference-in-differences estimates for interest rate for loans initiated by branches close to the

Radcliffe Line (International Border). The treatment group consists of all branches within 10 kilometres from the Radcliffe

Line where as the control group consists of branches within the 10-20 kilometre range from the Radcliffe Line. Close Contest
is a dummy variable which captures whether a branch was situated within 10 kilometres from the Radcliffe Line also lies

in a close contest assembly constituency. We use results in state elections in late 2014 to determine these constituencies. A

constituency is flagged as a Close Contest if the margin of victory is less than the number of votes polled by the candidate in

the third place. Post is a dummy which captures only those loans which were initiated within [C + 1, C + 4) months after the

shelling subsided. We use a burn in period of one month after the shelling to account for any loans that might have been

contracted prior to the event. The analysis is limited to those shelling events where the damage was calamitous enough to

warrant migration of border dwelling populations. We also consider only those districts of Jammu & Kashmir that share

the International border (Radcliffe Line) with Pakistan which was agreed upon during the partition of British India in 1947.

Standard errors are in parentheses and corrected for heteroskedasticity using White’s methodology. *** p<0.01, ** p<0.05, *

p<0.1.

Log(Interest Rate)

(1) (2)

Second Shelling Event Third Shelling Event

Close Contest×Post(10
−2
) −1.257

∗∗∗ −0.134

(0.422) (0.252)
Close Contest(10

−2
) 1.295

∗∗∗
0.032

(0.333) (0.178)
Post(10

−2
) −1.571

∗∗∗ −2.423
∗∗∗

(0.398) (0.147)
Rural Work Demand(# persons, 10

−3
) −0.178 0.775

∗∗∗

(0.370) (0.203)
Deposit Level (INR Millions), 10

−6
) 18.956

∗∗∗ −3.010

(5.135) (2.412)

District fixed-effects . .

Quarter fixed-effects . .

Loan-type fixed-effects . .

'2
0.972 0.983

Observations 2, 434 3, 180
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Table 14 Changes in interest rates for productive loans
The table below presents difference-in-differences estimates for the interest rate for productive loans initiated by

branches close to the Radcliffe Line (International Border). Productive loans are those loans which are disbursed

for productive purposes. The treatment group consists of all branches within 10 kilometres from the Radcliffe Line

where as the control group consists of branches within the 10-20 kilometre range from the Radcliffe Line. We restrict

the set of observations to only those loan types that have a greater tendency to be effected by the shelling events.

Affected is a dummy variable which captures whether a branch was situated within 10 kilometres from the Radcliffe

Line where as Post is a dummy which captures only those loans which were initiated within [C + 1, C + 4) months

after the shelling subsided. We use a burn in period of one month after the shelling to account for any loans that

might have been contracted prior to the event. The analysis is limited to those shelling events where the damage was

calamitous enough to warrant migration of border dwelling populations. We also consider only those districts of

Jammu & Kashmir that share the Radcliffe Line (International Border) with Pakistan which was agreed upon during

the partition of British India in 1947. Standard errors are in parentheses and corrected for heteroskedasticity using

White’s methodology. *** p<0.01, ** p<0.05, * p<0.1.

Log(Interest Rate)

(1) (2) (3)

First Shelling Event Second Shelling Event Third Shelling Event

Affected×Post(10
−2
) 0.067 1.005

∗∗∗
0.560

∗∗∗

(0.176) (0.341) (0.193)
Affected(10

−2
) −0.226

∗ −1.150
∗∗∗ −0.679

∗∗∗

(0.119) (0.328) (0.155)
Post(10

−2
) 0.899 −0.830

∗∗ −1.657
∗∗∗

(0.973) (0.340) (0.155)
Rural Work Demand(# persons, 10

−3
) 0.157 −0.207 −0.088

(0.198) (0.236) (0.153)
Deposit Level (INR Millions, 10

−6
) 2.570 −0.299

(2.229) (1.176)

District fixed-effects . . .

Quarter fixed-effects . . .

Loan-type fixed-effects . . .

'2
0.998 0.988 0.989

Observations 1, 844 2, 200 3, 407
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Internet Appendix

Model Simulation Results

We simulate the model in Section 3 for 1000 instances and then take the mean of the

values to show how the excess interest rate might evolve in a Bayesian setting. Figure

S1 depicts our results for varying values of f, the shelling uncertainty. We do observe

that the outcome becomes more perturbed and takes longer to achieve steady state

once f increases. The excess interest rate follows a pattern similar to the empirical

observations in our main figures, Figures 8 and 9. However, the upward adjustment

to the interest rates and subsequent convergence is much more rapid in the simulated

results below as compared to the empirical observations. Similar to the empirical

results, we observe an medium run overreaction (the excess interest rate shoots above

zero from events 4 to 8) and then subsequent reverses to a long run mean of zero.

Increasing the intensity of shelling uncertainty prolongs the convergence time as

the standard deviation associated with the interest rate takes longer to drop to zero

(Figure S2). Figure S2 shows that the standard deviation drops to zero first for lower

values of f. A low value of f denotes lower shelling uncertainty and thus it takes the

agent lesser number of iterations to learn about the distribution from past events. On

the other hand, a high value of f results in a longer convergence time due to elevated

values of the standard deviation in the interest rate.

61



Figure S1
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Figure S2
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Ruling Out the Collateral Channel

A prevailing concern regarding our results is the notion that the loan officers institute

higher interest rates to compensate for any losses incurred by the borrowers on their

ensuing collateral. By doing so, the lenders are able to protect themselves from any

possible future haircuts or losses that they might have to bear on the loans due to their

non-repayment. This is owing to the fact that the shelling might destroy some of the

borrowers’ collateral thus making its value lower than the disbursed loan. Under such

circumstances, the borrowers might consider non-repayment a more suitable option.

Due to this possibility, the loan officers might increase interest rates in affected areas

to safeguard against future defaults and write-offs.

The table below provides the details of the damages claimed by the residents for

one of the affected sub-districts due to shelling and the sanctioned amounts33. We

obtain this information from the office of local administrative officer in the sub-district.

The entries note that an overwhelming amount of damage due to shelling is caused

to houses and building structures. However, a negligible to small percentage of loans

initiated during the last quarter of 2014 and first quarter of 2015 are mortgages or

housing loans. In fact mortgagesmake up aminuscule 0.76% of the total loans initiated

by this particular branch and 1.96% for our sample inclusive of affected and unaffected

branches. Our estimates suggest that the value of a house in the region is between INR

2,000,000 - INR 2,500,000. The town had a population of 8900 individuals according

to the latest 2011 census which implies that there are between 1,500-2,000 households

(assuming a family size of 4-5 members). If we take the conservative estimates of

households and house prices, this amounts to a stock residential collateral value of

INR 3 billion.

Table C1 Shelling Damage Claims

Month Total Claims (INR) Claims Approved (INR) Claims as % Stock Residential Collateral

October 2014 845,400 301,000 0.028%

January 2015 520,000 140,000 0.017%

331 USD = 62 INR approx. for the period under consideration.
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Interpreting Work Demand Coefficients

The point estimate for work demand in Table 4 has interesting connotations and gives

us an idea of the direction in which the effects dominate. In a nutshell, we can sum-

marize the effects as follows:

Local Economy ↑ Work Demand ↓ - Loan Demand ↑ implies 8 ↑ or Loan Supply ↑
implies 8 ↓

Local Economy ↓ Work Demand ↑ - Loan Demand ↓ implies 8 ↓ or Loan Supply ↓
implies 8 ↑

If the local economy does well, we expect the MNREGS work demand to decrease.

Moreover, the expanding economy implies that the loan demand increases resulting

in an increase in equilibrium interest rate or that the loan supply increases implying a

decrease in equilibrium interest rate. Usually, both the effects operate in conjunction

so the direction of the coefficient of work demand (positive/negative) gives us an idea

of whether loan demand or supply dominates.

Alternatively, as the local economy expands, work demand increases implying a

decrease in loan demand and loan supply. However, a decrease on loan demand

results in a decline in interest rates where as a decrease in supply results in an increase

in interest rates. Again, the net effect is a sum of both these effects taken together.

We can observe from these possibilities that work demand seems to have a negative

or positive relationship with 8 depending on whether loan demand or loan supply

dominates. When Loan demand dominates, we would expect work demand and 8 to

have a negative relationship where as when loan supply dominates, the relationship

is positive. On observing the point estimates for work demand in Table 4, we observe

that for events 1 and 2, the point estimate is negative thus implying that loan demand

dominates where as for event 3, the point estimate is positive implying that loan

supply dominates. This is on expected lines as event 3 occurs after the demonetization

episode following which banks were awash with liquidity. As a result, supply effects

take precedence. This also demonstrates that our control namely rural work demand is

indeed apt for our setting.
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Additional Controls Using Branch Level Census Characteristics

Admittedly, the controls we use for our main specification in Equation 1 might be

deemed limited as it may not completely control for all possible explanatory variables.

To augment our set of controls, we assign census level characteristics (from the 2011

census of the Government of India) to each branch and then re-run our specification

in Equation 1. It is to be noted that the census controls are mostly time invariant as

they capture a snapshot as on a given date. We observe that the effect on interest rates

remains significant for the second and third event but not so for the first event after we

control for the census variables.

To compute the branch level census characteristics, we first obtain the village and

town level census characteristics from the 2011 census. Asmore branches are prevalent

in urban areas than rural areas, we first assignmultiple villages to one branchwhere as

we assignmultiple branches to one town. For rural areas, we obtain a branch level census
characteristic by taking the mean of the census characteristics for all villages assigned

to a branch. The villages are assigned to the nearest branch based on the minimum

geodesic distance between them. To compute the distance between the urban/rural

centre and the branch,wehand collect the branch andvillage/town level geocodes from

Google Maps. The census collects more than 110 characteristics for villages and more

than 400 for urban areas and towns. We collapse these characteristics to create about

11 variables that capture various aspects of the local surroundings like population,

education facilities, medical infrastructure, power availability and transport facilities

to name a few. The results for the same are depicted in Table B1 below.
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Table B1 Changes in interest rates for branches situated in areas affected by shelling (controlling
for branch level census characteristics)
The table below presents difference-in-differences estimates for interest rate for loans initiated by branches close to the

Radcliffe Line (International Border). The treatment group consists of all branches within 10 kilometres from the Radcliffe

Line where as the control group consists of branches within the 10-20 kilometre range from the Radcliffe Line. Affected is a

dummy variable which captures whether a branch was situated within 10 kilometres from the Radcliffe Line where as Post
is a dummy which captures only those loans which were initiated within [C + 1, C + 4) months after the shelling subsided.

We use a burn in period of one month after the shelling to account for any loans that might have been contracted prior to

the event. The analysis is limited to those shelling events where the damage was calamitous enough to warrant migration

of border dwelling populations. We also consider only those districts of Jammu & Kashmir that share the Radcliffe Line

(International Border) with Pakistan which was agreed upon during the partition of British India in 1947. We control for

loan demand by proxying it with rural work demand and also control for the level of deposits. Standard errors are in

parentheses and corrected for heteroskedasticity using White’s methodology. *** p<0.01, ** p<0.05, * p<0.1.

Log(Interest Rate)

(1) (2) (3)

First Shelling Event Second Shelling Event Third Shelling Event

Affected×(10
−2
) 0.422 0.591

∗∗
0.739

∗∗∗

(0.279) (0.259) (0.146)
Affected(10

−2
) −0.878

∗∗∗ −0.627
∗∗∗ −0.627

∗∗∗

(0.207) (0.223) (0.121)
Post(10

−2
) −0.554 −2.285

∗∗∗ −3.178
∗∗∗

(0.675) (0.241) (0.090)
Rural Work Demand(# persons, 10

−3
) −0.359 −0.219 0.547

∗∗∗

(0.264) (0.230) (0.128)
Deposit Level (INR Millions, 10

−6
) 10.361

∗∗∗ −1.583

(2.343) (1.102)

District fixed-effects . . .

Quarter fixed-effects . . .

Loan-type fixed-effects . . .

Census Controls . . .

'2
0.969 0.955 0.969

Observations 6, 255 9, 428 13, 001
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Figure A1: Government circular on closure of schools due to shelling
The exhibit below shows a circular issued by the district authorities instructing the

closure of schools in the border areas.
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Figure A2: Damages due to shelling
The pictures below depict the damages caused by shelling to households situated along the Radcliffe Line. Clockwise from top left, we observed a damaged

wall due to an exploded round. The next picture shows damage on the walls due to repeated firing. The pictures below show an inert or unexploded shell

lodged into the wall and dead cattle dead owing to the shelling.

(a) Damaged House (b) Damaged Walls

(c) Dead Cattle (d) Inert Shell

6
9



Figure A3: Parallel Trends
The figure below show the parallel trend graphs for interest rate on each loan.

70



Figure A4: Increase in interest rates beyond 10km
Our treatment group consists of branches in the 0-10 kmwhere as our control group consists of branches

in the 10-20 km range. However, there might be concerns regarding the efficacy of the control group,

specifically it being different from the treatment in many aspects. To counteract these claims, we extend

the control group by 1 km (the control group gets extended to a range of [11,21], [12,22] and so on.) and

then re-run our primary specification. We observe that the effect becomes stronger as we move further

away from the area affected by shelling, i.e, the 0-10 km range. This is in line with our expectation

that as we move away the from the affected area, the differential between the treated and control

should increase. We observe that the difference peaks at a range of [15,25] and then starts decreasing

subsequently.
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Table A1 Separation of divisions and districts within the state of Jammu & Kashmir
This table depicts the three divisions within the state of Jammu & Kashmir and the districts in each administrative

division. The three districts of the Jammu division (in bold) are the ones we use for our analysis. Also, as of 31st

October, 2019 the state of Jammu & Kashmir ceased to exist. It was subsequently reorganized and divided into the

two separate federally administered territories of Jammu & Kashmir and Ladakh. However, there was no change in

the district boundaries as a result of this exercise.

Division District Area (sq. km) Population (2011 Census)
Kathua 2,651 615,711

Jammu 3,097 1,526,406

Samba 904 318,611

Udhampur 4,550 555,357

Jammu Reasi 1,719 314,714

Rajouri 2,630 619,266

Poonch 1,674 476,820

Doda 11,691 409,576

Ramban 1,329 283,313

Kishtwar 1,644 231,037

Total 26,293 5,350,811

Anantnag 3,984 1,069,749

Kulgam 1,067 423,181

Pulwama 1,398 570,060

Shopian 613 265,960

Kashmir Valley Budgam 1,371 755,331

Srinagar 2,228 1,250,173

Ganderbal 259 297,003

Bandipora 398 385,099

Baramulla 4,588 1,015,503

Kupwara 2,379 875,564

Total 15,948 6,907,622

Kargil 14,036 143,388

Ladakh Leh 45,110 147,104

Total 59,146 290,492
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Table A2 Robustness Tests: Changes in interest rate for branches situated in areas affected by
shelling
The table below presents difference-in-differences estimates for interest rate for loans initiated by branches close to

the Radcliffe Line (International Border). The treatment group consists of all branches within 10 kilometres from the

Radcliffe Line where as the control group consists of branches within the 10-20 kilometre range from the Radcliffe

Line. Affected is a dummy variable which captures whether a branch was situated within 10 kilometres from the

Radcliffe Line where as Post is a dummy which captures only those loans which were initiated within [C + 1, C + 4)
months after the shelling subsided. We use a burn in period of one month after the shelling to account for any loans

that might have been contracted prior to the event. The analysis is limited to those shelling events where the damage

was calamitous enough to warrant migration of border dwelling populations. We also consider only those districts of

Jammu & Kashmir that share the Radcliffe Line (International Border) with Pakistan which was agreed upon during

the partition of British India in 1947. We proxy loan demand with rural work demand and and also control for the

level of deposits. Standard errors are in parentheses and corrected for heteroskedasticity usingWhite’s methodology.

*** p<0.01, ** p<0.05, * p<0.1.

First Shelling Event - Log(Interest Rate)

(1) (2) (3) (4) (5)

Affected×Post(10
−2
) 0.686

∗∗∗
0.502

∗
0.665

∗∗
0.594

∗∗
4.188

∗∗

(0.254) (0.269) (0.267) (0.267) (1.742)
Affected(10

−2
) −0.914

∗∗∗ −0.923
∗∗∗ −0.919

∗∗∗ −0.927
∗∗∗ −10.139

∗∗∗

(0.179) (0.179) (0.177) (0.177) (1.200)
Post(10

−2
) −1.004 −0.610

∗∗∗ −0.973 −0.634
∗∗∗ −0.214

(0.627) (0.154) (0.634) (0.153) (0.779)
Rural Work Demand(# persons, 10

−3
) −0.450

∗∗ −0.064 −0.232 7.238
∗∗∗

(0.207) (0.219) (0.194) (0.898)

District fixed-effects . . # # #

Quarter fixed-effects . # . # #

Loan-type fixed-effects . . . . #

'2
0.966 0.966 0.966 0.966 0.029

Observations 7, 139 7, 139 7, 139 7, 139 7, 139

Second Shelling Event - Log(Interest Rate)

(1) (2) (3) (4) (5) (6)

Affected×Post(10
−2
) 0.638

∗∗∗
0.557

∗∗
0.515

∗∗
0.504

∗∗
0.471

∗
3.056

∗∗

(0.247) (0.252) (0.253) (0.253) (0.254) (1.327)
Affected(10

−2
) −0.652

∗∗∗ −0.661
∗∗∗ −0.634

∗∗∗ −0.414
∗∗ −0.451

∗∗ −3.299
∗∗∗

(0.194) (0.194) (0.217) (0.208) (0.211) (1.160)
Post(10

−2
) −2.258

∗∗∗ −2.156
∗∗∗ −3.867

∗∗∗ −2.120
∗∗∗ −3.865

∗∗∗ −0.987

(0.217) (0.227) (0.152) (0.226) (0.151) (0.619)
Rural Work Demand(# persons, 10

−3
) −0.408

∗ −0.808
∗∗∗ −0.529

∗∗ −0.872
∗∗∗ −4.463

∗∗∗

(0.217) (0.215) (0.219) (0.213) (1.020)
Deposit Level (INR Millions, 10

−6
) 1.203 3.585

∗∗∗
3.899

∗∗∗
69.410

∗∗∗

(1.581) (1.262) (1.265) (6.068)

District fixed-effects . . . # # #

Quarter fixed-effects . . # . # #

Loan-type fixed-effects . . . . . #

'2
0.951 0.951 0.951 0.951 0.951 0.025

Observations 10, 803 10, 803 10, 803 10, 803 10, 803 10, 807



Third Shelling Event - Log(Interest Rate)

(1) (2) (3) (4) (5) (6)

Affected×Post(10
−2
) 0.789

∗∗∗
0.803

∗∗∗
0.778

∗∗∗
0.780

∗∗∗
0.766

∗∗∗
2.605

∗∗∗

(0.144) (0.144) (0.144) (0.144) (0.144) (0.955)
Affected(10

−2
) −0.437

∗∗∗ −0.390
∗∗∗ −0.512

∗∗∗ −0.433
∗∗∗ −0.434

∗∗∗ −3.081
∗∗∗

(0.102) (0.102) (0.111) (0.108) (0.108) (0.772)
Post(10

−2
) −3.236

∗∗∗ −3.252
∗∗∗ −3.095

∗∗∗ −3.231
∗∗∗ −3.098

∗∗∗ −6.961
∗∗∗

(0.082) (0.083) (0.078) (0.082) (0.078) (0.385)
Rural Work Demand(# persons, 10

−3
) 0.511

∗∗∗
0.466

∗∗∗
0.373

∗∗∗
0.275

∗∗ −2.240
∗∗∗

(0.119) (0.119) (0.115) (0.112) (0.679)
Deposit Level (INR Millions, 10

−6
) −2.424

∗∗∗ −1.699
∗∗∗ −1.661

∗∗∗
44.848

∗∗∗

(0.771) (0.586) (0.586) (3.229)

District fixed-effects . . . # # #

Quarter fixed-effects . . # . # #

Loan-type fixed-effects . . . . . #

'2
0.968 0.968 0.968 0.968 0.968 0.043

Observations 14, 744 14, 744 14, 744 14, 744 14, 744 14, 744
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Table A3 Robustness Tests: Changes in interest rate for branches situated in areas affected by
shelling (adjusting for change in deposits)
The table below presents difference-in-differences estimates for interest rate for loans initiated by branches close to the

Radcliffe Line (International Border). The third event occurs around the same period as the demonetization exercise.

Banks received a positive funding shock as a large amounts of deposits entered the banking system. It is plausible that

the deposits were channeled towards lending pushing lending rates down. Hence, we control for change in deposits

as it could explains the interest rates charged by the banks. The treatment group consists of all branches within

10 kilometres from the Radcliffe Line where as the control group consists of branches within the 10-20 kilometre

range from the Radcliffe Line. Affected is a dummy variable which captures whether a branch was situated within 10

kilometres from the Radcliffe Line where as Post is a dummy which captures only those loans which were initiated

within [C + 1, C + 4) months after the shelling subsided. We use a burn in period of one month after the shelling to

account for any loans that might have been contracted prior to the event. The analysis is limited to those shelling

events where the damage was calamitous enough to warrant migration of border dwelling populations. We also

consider only those districts of Jammu & Kashmir that share the Radcliffe Line (International Border) with Pakistan

which was agreed upon during the partition of British India in 1947. We proxy loan demandwith rural work demand

and and also control for the level of deposits. Standard errors are in parentheses and corrected for heteroskedasticity

using White’s methodology. *** p<0.01, ** p<0.05, * p<0.1.

Third Shelling Event - Log(Interest Rate)

(1) (2) (3) (4)

Affected×Post(10
−2
) 0.803

∗∗∗
0.864

∗∗∗
0.822

∗∗∗
0.832

∗∗∗

(0.144) (0.145) (0.145) (0.145)
Affected(10

−2
) −0.390

∗∗∗ −0.549
∗∗∗ −0.424

∗∗∗ −0.476
∗∗∗

(0.102) (0.108) (0.109) (0.107)
Post(10

−2
) −3.252

∗∗∗ −3.180
∗∗∗ −3.242

∗∗∗ −3.162
∗∗∗

(0.083) (0.080) (0.083) (0.080)
Rural Work Demand(# persons, 10

−3
) 0.511

∗∗∗
0.572

∗∗∗
0.388

∗∗∗
0.358

∗∗∗

(0.119) (0.123) (0.116) (0.115)
Change in Deposit Level (INR Millions, 10

−6
) −80.495

∗∗∗ −41.914
∗∗∗ −62.077

∗∗∗

(17.427) (15.826) (14.593)

District fixed-effects . . # #

Quarter fixed-effects . # . #

Loan-type fixed-effects . . . .

'2
0.968 0.968 0.968 0.968

Observations 14, 744 14, 744 14, 744 14, 744
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Table A4 Robustness Tests: Changes in interest rate (without logarithms) for branches situ-
ated in areas affected by shelling
The table below presents difference-in-differences estimates for interest rate for loans initiated by branches close to

the Radcliffe Line (International Border). The treatment group consists of all branches within 10 kilometres from the

Radcliffe Line where as the control group consists of branches within the 10-20 kilometre range from the Radcliffe

Line. Affected is a dummy variable which captures whether a branch was situated within 10 kilometres from the

Radcliffe Line where as Post is a dummy which captures only those loans which were initiated within [C + 1, C + 4)
months after the shelling subsided. We use a burn in period of one month after the shelling to account for any loans

that might have been contracted prior to the event. The analysis is limited to those shelling events where the damage

was calamitous enough to warrant migration of border dwelling populations. We also consider only those districts of

Jammu & Kashmir that share the Radcliffe Line (International Border) with Pakistan which was agreed upon during

the partition of British India in 1947. We proxy loan demand with rural work demand and and also control for the

level of deposits. Standard errors are in parentheses and corrected for heteroskedasticity usingWhite’s methodology.

*** p<0.01, ** p<0.05, * p<0.1.

Interest Rate

(1) (2) (3)

First Shelling Event Second Shelling Event Third Shelling Event

Affected × (10
−2
) 0.052

∗
0.066

∗∗
0.090

∗∗∗

(0.029) (0.029) (0.015)
Affected(10

−2
) −0.106

∗∗∗ −0.077
∗∗∗ −0.057

∗∗∗

(0.020) (0.024) (0.011)
Post(10

−2
) −0.096 −0.302

∗∗∗ −0.383
∗∗∗

(0.079) (0.026) (0.008)
Rural Work Demand(# persons, 10

−3
) −0.035 −0.047

∗
0.062

∗∗∗

(0.025) (0.026) (0.013)
Deposit Level (INR Millions, 10

−6
) 0.221 −0.299

∗∗∗

(0.179) (0.079)

District fixed-effects . . .

Quarter fixed-effects . . .

Loan-type fixed-effects . . .

'2
0.961 0.935 0.964

Observations 7, 139 10, 807 14, 744
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Table A5 Changes in individual loan amount granted for branches situated in areas affected
by shelling
The table belowpresents difference-in-differences estimates for the total loan amount initiatedbybranches (permonth)

close to the Radcliffe Line (International Border). The treatment group consists of all branches within 10 kilometres

from the Radcliffe Line where as the control group consists of branches within the 10-20 kilometre range from the

Radcliffe Line. Affected is a dummy variable which captures whether a branch was situated within 10 kilometres from

the Radcliffe Line where as Post is a dummy which captures only those loans which were initiated within [C + 1, C + 4)
months after the shelling subsided. We use a burn in period of one month after the shelling to account for any loans

that might have been contracted prior to the event. The analysis is limited to those shelling events where the damage

was calamitous enough to warrant migration of border dwelling populations. We also consider only those districts of

Jammu & Kashmir that share the Radcliffe Line (International Border) with Pakistan which was agreed upon during

the partition of British India in 1947. Standard errors are in parentheses and corrected for heteroskedasticity using

White’s methodology. *** p<0.01, ** p<0.05, * p<0.1.

Log(Loan Amount)

(1) (2) (3)

First Shelling Event Second Shelling Event Third Shelling Event

Affected × (10
−2
) 0.072

∗
0.046 0.010

(0.040) (0.034) (0.029)
Affected(10

−2
) −0.070

∗∗ −0.003 −0.044
∗

(0.028) (0.026) (0.023)
Post(10

−2
) −0.120 0.100

∗∗∗
0.001

(0.104) (0.027) (0.018)
Rural Work Demand(# persons, 10

−3
) 0.001 0.029 −0.015

(0.030) (0.031) (0.024)
Deposit Level (INR Millions, 10

−6
) 0.888

∗∗∗
0.358

∗∗

(0.202) (0.147)

District × Quarter fixed-effects . . .

Loan-type fixed-effects . . .

'2
0.565 0.535 0.578

Observations 7, 120 10, 793 14, 738
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Table A6 Changes in interest rates for branches situated in areas affected by shelling using
interacted fixed effects
The table below presents difference-in-differences estimates for interest rate for loans initiated by branches close to

the Radcliffe Line (International Border). The treatment group consists of all branches within 10 kilometres from the

Radcliffe Line where as the control group consists of branches within the 10-20 kilometre range from the Radcliffe

Line. Affected is a dummy variable which captures whether a branch was situated within 10 kilometres from the

Radcliffe Line where as Post is a dummy which captures only those loans which were initiated within [C + 1, C + 4)
months after the shelling subsided. We use a burn in period of one month after the shelling to account for any loans

that might have been contracted prior to the event. The analysis is limited to those shelling events where the damage

was calamitous enough to warrant migration of border dwelling populations. We also consider only those districts of

Jammu & Kashmir that share the Radcliffe Line (International Border) with Pakistan which was agreed upon during

the partition of British India in 1947. We control for loan demand by proxying it with rural work demand and also

control for the level of deposits. Standard errors are in parentheses and corrected for heteroskedasticity usingWhite’s

methodology. *** p<0.01, ** p<0.05, * p<0.1.

Log(Interest Rate)

(1) (2) (3)

First Shelling Event Second Shelling Event Third Shelling Event

Affected × Post (10
−2
) 0.554

∗∗
0.456

∗
0.707

∗∗∗

(0.269) (0.253) (0.144)
Affected(10

−2
) −0.880

∗∗∗ −0.553
∗∗ −0.467

∗∗∗

(0.181) (0.215) (0.111)
Post(10

−2
) −1.556

∗∗ −2.095
∗∗∗ −3.336

∗∗∗

(0.659) (0.229) (0.095)
Rural Work Demand(# persons, 10

−3
) −0.175 −0.644

∗∗∗
0.591

∗∗∗

(0.252) (0.237) (0.127)
Deposit Level (INR Millions, 10

−6
) 1.747 −2.398

∗∗∗

(1.597) (0.771)

District × Quarter fixed-effects . . .

Loan-type fixed-effects . . .

'2
0.966 0.951 0.968

Observations 7, 139 10, 807 14, 744
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Table A7 Changes in interest rates for branches situated in areas affected by shelling using
branch fixed effects
The table below presents difference-in-differences estimates for interest rate for loans initiated by branches close to

the Radcliffe Line (International Border). The treatment group consists of all branches within 10 kilometres from the

Radcliffe Line where as the control group consists of branches within the 10-20 kilometre range from the Radcliffe

Line. Affected is a dummy variable which captures whether a branch was situated within 10 kilometres from the

Radcliffe Line where as Post is a dummy which captures only those loans which were initiated within [C + 1, C + 4)
months after the shelling subsided. We use a burn in period of one month after the shelling to account for any loans

that might have been contracted prior to the event. The analysis is limited to those shelling events where the damage

was calamitous enough to warrant migration of border dwelling populations. We also consider only those districts of

Jammu & Kashmir that share the Radcliffe Line (International Border) with Pakistan which was agreed upon during

the partition of British India in 1947. We control for loan demand by proxying it with rural work demand and also

control for the level of deposits. Standard errors are in parentheses and corrected for heteroskedasticity usingWhite’s

methodology. *** p<0.01, ** p<0.05, * p<0.1.

Log(Interest Rate)

(1) (2) (3)

First Shelling Event Second Shelling Event Third Shelling Event

Affected × Post (10
−2
) 0.360 0.546

∗∗
0.752

∗∗∗

(0.269) (0.254) (0.146)
Affected(10

−2
) −1.177 0.437 0.146

(0.973) (1.101) (0.488)
Post(10

−2
) −0.652 −2.276

∗∗∗ −3.243
∗∗∗

(0.625) (0.230) (0.084)
Rural Work Demand(# persons, 10

−3
) −0.322 −0.066 0.734

∗∗∗

(0.267) (0.293) (0.144)

Branch fixed-effects . . .

Quarter fixed-effects . . .

Loan-type fixed-effects . . .

'2
0.968 0.954 0.969

Observations 7, 139 10, 807 14, 744
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Table A8 Change in variance of interest rates for branches situated in areas affectedby shelling
(using interacted fixed effects)
The table below presents difference-in-differences estimates for interest rate for loans initiated by branches close to

the Radcliffe Line (International Border) using two-step generalized least squares (GLS). The treatment group consists

of all branches within 10 kilometres from the Radcliffe Line where as the control group consists of branches within

the 10-20 kilometre range from the Radcliffe Line. We use a burn in period of one month after the shelling to account

for any loans that might have been contracted prior to the event. The analysis is limited to those shelling events

where the damage was calamitous enough to warrant migration of border dwelling populations. We also consider

only those districts of Jammu&Kashmir that share the Radcliffe Line (International Border) with Pakistan which was

agreed upon during the partition of British India in 1947. The GLS estimates are obtained after correcting for the OLS

estimates as stated in Harvey (1976). *** p<0.01, ** p<0.05, * p<0.1.

(1) (2) (3)

First Shelling Event Second Shelling Event Third Shelling Event

Log(Interest Rate)

Affected×Post(10
−2
) 0.578

∗∗
0.469

∗
0.724

∗∗∗

(0.265) (0.268) (0.180)
District × Quarter fixed-effects . . .

Loan-type fixed-effects . . .

Log(f2

�=C4A4BC '0C4
)

Affected×Post(10
−2
) 0.585

∗∗∗
0.261

∗∗∗ −0.952
∗∗∗

(0.124) (0.100) (0.087)

Observations 7, 139 10, 807 14, 744
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