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Abstract
In this paper firm parameter heterogeneity in cresstion regression analysis in capital

market research (CMR) is investigated. Using pda&h for 30 large US firms over the period 1955
to 2004, a well-specified common form of dynamicdmlofor each firm is identified. Average
parameter estimates from these models are compasagtrage parameter estimates from 50 annual
cross section models having the same functionaih.fdrhe dynamic parameters are mostly stable
over time but variation in individual firm parametds apparent. Analysis shows that even well-
specified annual cross section models using laaggptes of data cannot guarantee valid and reliable
estimates of the parameters of interest. Firm-lelyglamic analysis is necessary to avoid this
problem.

We show how a fixed effects panel analysis of twa@e data can be used to approximate
the average data generating process of the firntsersample. Although the impact of accounting
variables is slight, compared to the autoregressiveponent in market value, it is systematic. There
is weak evidence of cointegration between markdtagtounting data in most firms in the sample.
Consequently, it is possible to construct the csmsgion analogue of the dynamic error correction
model. Book value of net assets is used to illtestiiae role of accounting variables. Other variable
could be used, but single variable, multiplicath@se models perform best when judged by joint

explanatory power and forecast ability criteria.
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1. Introduction

Parameter constancy or its practical counterparameter ‘homogeneity’, is assumed in most
studies of fundamentals in CMR. By parameter homedg we mean that regression analysis can
be pursued as though the parameters in the unadgmidta generating processes (DGPs) are constant.
In cross section analysis it is understood thaamaters probably do vary between firms but it is
assumed that this variation is random so that laegeples may provide a reliable average view of
the population. This paper assesses the extertithhis belief is correct.

In Falta and Willett (2009) we show, for a panel36f of the largest US companies over a 50
year period, that a regression model of marketamowunting values is not well-specified unless the
variables are logged. This implies a multiplicatirelation between the explanatory variables for
market value and the error term, not the additelation usually assumed in CMR formulations.
When this holds true, additive models yield biaged inconsistent estimates. In this paper, thesfocu
is on the use of well-specified models, save ohét they may be heterogeneous with respect to the
value of their parameters. Here, we use the samel plata as in the earlier paper but this time, we
adopt a testing-down method to identify, on theda$ joint statistical and forecasting criteribet
best candidate for a common, well-specified fumaldorm for the cross section market-accounting
relation. As before, the dynamic and cross sect&sults are compared and a combination of
analysis and computational experiment is used teragne which modelling approaches provide
valid and reliable estimates.

The results confirm that multiplicative models puod better specification statistics than
additive models. On the model selection criteriagle variable models perform best, with single
lags being required to provide a correct specificeatThe autoregressive component is easily the
strongest component of these models with accouniaiges having a weak but systematic relation
to market value in the majority of cases. A booluganodel is used to investigate the value of cross

section analysis of the panel data. Comparisomefirtdividual dynamic and annual cross section



estimates shows that the former indicate relatighple parameters within firms over time and a
considerable degree of heterogeneity between fitinesl|atter indicating a fair degree of movement
over time. Also, cross section models fail to pdavireliable estimates of the average dynamic
estimates when lagged variables are included. Tir £ross section, on the other hand, appears to
be quite accurate.

Analysis, however, shows, even when parametersharaogeneous, the ability of the
commonly used static cross section regression ¢tovex the permanent or persistent long-run
market-account effect, is dependent on the regrdssang a unit root. This deficiency, which is
more likely to affect returns than levels regressjaarries through to the case where parameters ar
heterogeneous. Analysis also shows that firm pa@nmeterogeneity in cross section models leads
to the fallacious impression that dynamic paransetéiange with time. Unlike the case reported in
Falta and Willett (2009), this has nothing to ddhwunctional form misspecification. Computational
experiments additionally show that firm parametetehogeneity causes the pattern of misestimation
observed in cross section models with lagged viasab

For these reasons, annual cross sections of lemelgeturns are unlikely to yield valid and
reliable estimates of fundamental market-accountatgtions, unless informed by dynamic analysis.
Pesaran and Smith (1995) made this point in a leroacbnometric context several years ago,

“... when large T panels are available, the individumicro-relations should be
estimated separately and the averages of the esthmicro-parameters and their

standard error calculated explicitly. .”. (pp. 102)

This argument has particular force in the contéxhe fundamental analysis of interpreting the
market-accounting relation due to typical charastes of the data used to model the relation. We
suggest using a fixed effects panel analysis tmgtiements, to a degree of approximation, their

advice. Applying this estimation approach to oumpke, we construct a cross section, error-



correction model (ECM) analogue to the more famitignamic ECM used in econometric analysis
and estimate that, on average, the approximatarlimarket-book ratio over the sample period is
3.76, compared to a simple average based on thed gata of 4.24. The estimated coefficient on the
change in book value for raw returns is about 70fb inbalances in the long-run market-to-book
relation most often take between four and eightrsy@éa work through to market value, although
there is wide variation in this figure.

Sections 2 and 3 of the paper respectively reviewesrelevant literature and the theory and
methods used to support the arguments of the p&smtion 4 reports the empirical results of
estimating the market-accounting relation using sample of panel data. Section 5 analyses the
reasons for the empirical results. Section 6 shthesresults of modelling the data with a fixed
effects panel analysis. Section 7 concludes by sansing the broader implications of the paper’s

findings and listing some of the new research goestighlighted by the results.

2. Prior Research

Most hypotheses and theory about the relationsbtiywden market and accounting values can
be traced to dividend discounting theory and viemmat of it (e.g. as in Fisher, 1930). Generallisit
believed that there must be some kind of long-erlationship between market values and variables
reported in financial reports, such as the bookieslof net assets, earnings and dividends. This is
assumed implicitly or explicitly in much economitetry (e.g. Modigliani & Miller, 1961). Falta
and Willett (2009) show that, with the sample ofga US long-lived firms that we continue to
investigate in this paper, multiplicative models tbe relationship with lags on the accounting
variables provide better statistical descriptiohthe data than do additive linear models.

Following Lev’s (1989) critique and Penman’s (1992)l for a return to fundamentals,
research interest has focused on the relative eafdey power of different accounting variables such

as book value of assets and earnings. In partiritesest has been driven by implications for the



market-accounting relationship suggested by thertbe of Penman and Ohlson, where there are
differing degrees of belief in the importance oé4d and other accounting variables. Fundamental
theories, such as those of Ohlson (1995) are coedewith cause and effect in the market-
accounting relation, which is essentially a dynamstie. Despite this, most empirical modelling is
cross sectional with inferences based on the assumpf well-specified models in general and
homogeneous firm parameters in particular. For @@mCollins et al. (1997) and Francis and
Schipper (1999) infer value relevance changes aowating variables based on variations in cross
section statistics over time. In addition, mostssrsection modelling is based upon very large
samples of firms on the basis that this improvesigion of estimates. However, this also presumes
that models are well-specified in all respects dratefore that estimates are at least asymptaticall
consistent with respect to the number of firmshia sample.

Dynamic analysis is less commonly used in CMR tinetato cross section modelling, though
it is sometimes applied to derive estimates forindte latter (e.g. Dechow et al., 1999; Choilet a
2006). Examples of studies that have approachedd$iie from a time perspective are Campbell and
Shiller (1987), Ely and Robinson (1997), Kotharda&hanken (1997), Callen and Morel (2001), Qi
et al. (2000) and Bartholdy et al. (2003). In timet domain, more attention is devoted to issues of
specification and its impact on inference, duehpossibility of integrated variables being a seur
of spurious regression (Granger & Newbold, 1974pnsequently, research that uses dynamic
modelling as the main approach to investigatingti@hships between levels’ variables, such as
market and book values, adopts some kind of caiatiesny modelling technique. Qui et al. (2000)
studied the extent of cointegration at the firmelebetween market values and predictions based on
the Ohlson model and found evidence of cointegnatioonly 20% of their sample. Bartholdy et al.
(2003) used S&P index data over the period 19629®/ to model the relationship between price
and book value per share, also finding only weaklence of cointegration. Cooke et al. (2009)

examined five large Japanese firms over a 50 yeaog using error correction models in logs to



assess the consistency, value relevance and sufficiof accounting for market values, finding that
four out of five of their sample firms show evidenof cointegration in the market-accounting

relation. The approach to modelling in Cooke e(2009) is based on Alexander et al. (2009) and is
the one we also follow in this paper.

The empirical findings from dynamic modelling in Gvtan be summed up as consistently
showing only a weak observable relationship betwaanket and accounting data. This stands in
contrast to the cross section evidence, which téadappear inconsistent over time, sometimes
indicating a strong relationship, sometimes a welakon-existent one. It is therefore worthwhile
considering in more detail how cross section anthdyic models relate to one another and why they
may sometimes appear to give conflicting results.

In Section 4, as a starting point for this aniglyse follow the advice of Pesaran et al. (1995)
modelling individual DGPs to estimate the long-rwoefficients from market accounting
relationships for each of the 30 firms in our saanplext, in Section 3, we describe the econometric

theory underlying our analysis and the method us@ahplement it.

3. Theory and method

In Falta and Willett (2009) we presented argumantsevidence from a sample of long-lived
firms that support a multiplicative model of the rket-accounting relation. We did not claim the
results are necessarily generalisable, only thahely apply to such a sample, it demonstrates that
market-accounting data is not universally, acclyatepresented by additive models. Nothing is
known about the impact on estimation when includingsamples of firms within larger samples of

firms, some of which may have different forms of PGt is evident, therefore, that our earlier



findings pose problems for the interpretation afssrsection parameter estimates based on additive
models.

More specifically, in the above paper we sbdwhat multiplicative forms of autoregressive
distributed lag models of the market-accounting et®dare well-specified in our sample. For

convenience we reproduce the specification here:

_ ait Bijt ABijt—1
Mi,t = ki'tMi,t—l H] (Ai,j,t Ai,j,t—l wi,t (31)

whereM; ., is market value of firm at timet, A;;; represents a list gF1,..n accounting variables
andw; . represents independent residual effects centeredroedian value of 1. BotH; ; ., andw; .

are lognormal and;, air, B+ and §1 are parameters to be estimated. Expression (ari)e

reformulated as an ECM:

Pijt-1 Ait .
My [FielliAg s, Aije Bijt
B [1; Wit (3.2)
Mi't_l Mi,t—l Ai,j,t—l

where the term in the first parentheses repregbatéambalance in last year’s long-run relationship

between market and an accounting value that ‘ecoorects’ the market value to its long-run

Pijt-1

equilibrium valuex; HinJ.’t_l at that date. The long-run parameters in (3.2)daftned by the

original ‘short-run’ parameters in (3.1) @ = k; =% andgy;; = (Bijx + Bjer)/(1-aiy)-

Long-run parameters measure the persistent impacharket value of fluctuations in the
accounting variable. Short-run parameters suclfi gsmeasure the effect of a contemporaneous
change in the accounting varialpldf Expression (3.1) is statistically well-speetfi, ordinary least-
squares (OLS), in logged data, return in a dynamigression consistent estimates of their
parameters with a bias in the estimate of the agtessive term, reducing as the length of the

sample period increases. In this case, droppindathiged variables and running the ‘static’ form of



Expression (3.1) over time, holding the subscripbnstant, gives consistent OLS estimates of the
long-run parameters andg,;.

If all firm DGPs in a sample have the form of Exgsien (3.1) with identical parameters,
cross section forms of Expressions (3.1) and (8f)rn estimates of those parameters perturbed
only by random variation. If the variation in DGRBrameters across firms is sufficiently small, this
result is presumed to continue to hold to an agpration, in that the estimates are then close o th
average parameter value. This is the ‘homogeneatmneter’ case analysed in Falta and Willett
(2009). In this case, it is possible to reliablgess the dynamics of the market-accounting value
relationship by cross sectional means alone. Howy&we saw in that paper that parameter variability
between firms cast doubt on that possibility. To knowledge, there are no established statistical
metrics for gauging the effect of firm-parameteriafaility on the ability of annual cross section
models to provide reliable estimates of averagarpater values.

In order to gauge the effect of firm-parameterehmjeneity on cross section estimation,
therefore, in the following section we compare firaverage parameter estimates from the
statistically strongest, common form, dynamic medef our sample data with time averages
produced by cross section models of the same fumadtiform. The cross section modelling uses
standard OLS estimation, inferential and diagnasttiniques, requiring no further discussion as to
method. The dynamic modelling procedure adoptsmplsi testing down procedure, the details of
which, applied to a single firm in the sample, described in Alexander et al. (2009). The basis of
the General-to-Specific (GETS) approach used ineat in Table It stresses the importance of
determining a statistically well-specified modeltbé& data, prior to drawing conclusions about what
relationships might exist between variables in dia¢a. Models in this paper are estimated using
PcGive(Hendry & Doornik, 2001).

[INSERT TABLE 1 ABOUT HERE]

1 GETS estimation is argued by its proponents tcetavantages over the more usually adopted ‘speoifjeneral’
approach to econometric modelling usually take@lR in determining well-specified models (see Hgnd©95).



The particular GETS approach adopted here is a fafritihe ‘single equation conditional
error correction approach to testing for cointagréat(Ericsson & MacKinnon, 1999). It relies on
demonstrating the existence of a ‘satisfactory’ E@Msupport claims of a long-run relationship
between regressand and regressor. A number ofiariéee used for judging if an ECM is a
satisfactory model of market value. These are sumset in Table 2. The most important is
forecasting performance relative to a random watideh in a ten year hold-out period. This is
judged by comparing the root mean square error (RMf the two models over the ten year period
and their relative abilities to predict the one ryahead direction of change in raw returns (i.e.,
‘abnormal’ returns). Interpretability of the modslalso important. This is assessed by calculating
the implied linear multiplier (ILM), as defined imable 2. The ILM translates the estimated
parameters to an approximate average multiple efattcounting variable over the sample period.

For the model to be interpretable, the ILM musbba sensible ordér.

[INSERT TABLE 2 ABOUT HERE]

In the ECMs estimated in Section 4 all the conterapeous change variables on the right
hand side (RHS) of Expression (3.2) are elimindtedive a ‘pure’ ECM. In most instances, the
coefficient estimates in the error correction telonnot alter significantly from those in the fulCH,
indicating that the error correction term is ortbogl to the omitted variables. If a statisticallgliv
specified pure ECM forecasts convincing patterns inold out period and is interpretable in the
sense defined above, it is taken as evidence oéxistence of a long-run relationship between the
variables in the error-correction part of the ECNhe original ADL form of the ECM is then re-
estimated over the entire sample period and usezhltulate the estimated long-run relationship

between the market and accounting values.

2 For example, the ILM is expected to be near tavarage, simple book to market ratio for a bookie@CM estimated
over the sample period.



The firms in the sample are shown in Table 4. Tys lof negative values are replaced by the

number -1CG

[INSERT TABLES3 AND 4 ABOUT HERE]

In Section 5, computer experiments based upon MGat® simulations are used to identify
the reasons or check explanations for the resafterted in Section 4. The experiments have a
simple structure. They generate a number of firmPB®ver a number of periods of time in years.
The number of firms initially is set to 30 and tember of years is set to 50 in order to correspond
to the sample data. The number of firms is thenaeslpd to 3000 in order to check the likely
asymptotic behaviour relative to the state or erdewariable.

The general approach is to generate DGPs for madieé, based on Expression (3.1), with
accounting variables being generated as a simpdeemressive time series that may have a unit root.
The elements of Expression (3.1) simulated by M@ddo methods are the starting values for the
market and accounting variables, the parametetiseoDGPs and the error term. All starting values
are set equal to the mean values of the thirtysirm1955. Heterogeneous parameters are created
from a uniform distribution with endpoints set teetminimum and maximum of the thirty firm
values for each of the model estimated parameiférs. error term is sampled from a Normal
distribution, centered on zero, with standard distion equal to the mean of the standard error of
the thirty, estimated regressions. In the casenefthirty firm samples, data is generated once for
each of the thirty different sets of parameter galu In the case of the 3000 firm samples, data is
generated 100 times for each set of parameter sal@oss section models are then estimated in

each case, using OLS to see to what extent thefficent estimates represent averages of the

3 Of a total of five negative book values in theimnsample period from 1955 to 2004, only one islaeed for
estimation purposes, the remainder falling into 2Beyear hold-out period. In contrast, thirty oftginegative earnings
observations fall into the 40 year estimation petrid his method of replacing negative earnings ceduhe occurrence
of earnings as an explanatory variable of choicethi@ logarithmic models. Other methods, such &s lihear
interpolation of profits from adjacent periods &place negative earnings, increases the occurr@hearnings as a
significant explanatory variable.
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dynamic parameters for the thirty or 3000 firm DGEstimates and a variety of inferential statistics

are calculated.

4. Empirical Models of Firm DGPs

This section describes the results of regressinggehan accounting values using the sample
data of 30 firms over 50 years. First, the bedistieal candidate for a common form of firm-level
DGP within the sample is established and the extémarameter homogeneity between firms is
assessed. Second, long-run dynamic parameter éstinaaeraged over all firms, are compared with
parameters estimated from cross sections, avemagagdhe sample period.

Table 4 shows estimated ECMs constructed usingntbéhod and criteria described in
Section 3, for each of the 30 firms in the sam@ece the data are transformed to logs, about two-
thirds of the models are well-specified in the foomExpression (3.1) with only one, Gillette, not
having a plausible interpretation, as indicatedh®yILM in Column 3 of the Table. The ECMs are
shown in the multiplicative and raw data form inl@on 4 of the table. The source variables
generally test as being@l). In 27, out of 30 firms, the error correction terin the ECMs test as
being stationary (Column 9). These are the besisstal models, based on the selection criteria
stated and the initial data set used for testingrddHalf of the models show varying degrees of
misspecification but are much superior to lineaditade models in the raw data in terms of
diagnostics. This is consistent with the misspecification tessults reported in Falta and Willett

(2009) in the case of two variable, book and egsiimodels.

[INSERT TABLE 4 ABOUT HERE]

* In seven instances the added constant term outsidearentheses in the models in Table 4 is rattigedifferent from
zero, indicating that in those cases the estimatsat correction coefficient may be biased by thassion of the short-
run variables from the model. However, only on¢hefse models (Gillette) contains accounting dath mrthis case, the
appearance of the inflation indgxnay also affect the scale lof

10



11

Recursive graphics showing the evolution of paramestimates as the sample size increases
through time, indicate that the dynamic parametershese models are stable over time. The
estimated error correction coefficient typicallyttes down within 15 years after the start of the
sample period and, only rarely, after there is aisyally discernable, significant change in the
sample path evident. The associatsthtistic consistently tracks towards more and nsayeificant
values. Figure 1 illustrates a typical recursivapdr for the estimated ECM. In this case the firm
concerned is Bausch. This evidence is consistetiit wdividual firm parameters being relatively

constant over time.

[INSERT FIGURE 1 ABOUT HERE]

The utility of the models in forecasting, relatiteethe random walk model, is evident from
their ability to forecast abnormal returns (ColuB)nOn average, there is no significant reduction i
the RMSE compared to a random walk model (ColumrH@yever, the likelihood of obtaining the
predictions of change shown in Column 8 due to chaione is extremely remdtall but two of
the models have only one regressbr.ten models, non-accounting variables dominat®anting
data as the explanatory variable. The market vafusguities is the regressor in nine of these and
real gross domestic product (GDP) is the regreissanother. Of the rest, six are earnings, nine are
book value and five are dividend models, includonwe in real dividends (Corning). Alternative
ECMs with accounting values as regressors existtivey are more marginal in terms of their

explanatory power and usually inferior in forecagtperformance.

> Although we only show the recursive graphics foe @ompany and one model, the patterns shown igrtqehs of
Figure 1 are representative for the great majarityhe firms and (multiplicative) models discusgedhis paper.

® This assessment is based on a sample size ofr@8 Giver nine years of data, sampling from a bimbmiistribution
with a 50% probability of a score greater than Be Thodels correctly predict the direction of onesyghead abnormal
returns approximately 62% of the time in 270 hold-periods over the 10 year hold-out period frorB3.8 2004 using
data up to 1994. The probability that this is duéutk is not likely.

" In both of these exceptions, there are two regresshe second being the price index. The signraaghitude of the
coefficients in each case suggests that the pmigbexi acts as a deflator on the other variable énntiodel (dividends in
one case, GDP in the other).

11



12

The models in Table 4 are homogenous with respefttrtctional form but not with respect
to regressors. The results indicate that functiohs variety of different variables, sometimes
including non-accounting variables, can act as lastctors’ to market value over time. Different
firms appear to have different best attractorssdéme, the book value of net assets is superior
compared to earnings, whereas in others the situaireversed. Also, there is usually too close a
relationship between book value, earnings and dinad to be able to include more than one of these
variables in firm-level dynamic models of marketuea

A cross section model encompassing all the indes@ndariables in the dynamic models
shown in Table 4 would require the inclusion of dierent regressors. To maintain efficiency of
estimation with the small sample size and becabsentain issue is whether a common well-
specified from of DGP exists, we estimate ECMs wite book value of net assets as the single
explanatory variable. Book value has the advantdgaly rarely being negative and thus minimizes
the problems caused by missing values in log toansfd data (see Footnote 3). Book value ECMs
are frequently sub-optimal with respect to foreadstity, relative to the models shown in Table 4,
but are still reasonably well-specified statistigahnd show, in about two-thirds of all firms,
evidence of a consistent long-term relationshighwaitarket value. These results are consistent with
those reported in Falta and Willett (2009). Detailshe book value models for each firm are shown

in Table 5.

[INSERT TABLE 5 ABOUT HERE]

Although the book value models in Table 5 are wpkcified and have the same patterns of
stability as shown in Figure 1, the individual fiparameters of these models exhibit variability.
This is indicated in the ILM, which now gives a gbuindication of the simple, long-run linear
multiplier on book value, equivalent to the longrreffect measured by the coefficients shown in

Columns 3 to 4 of Table 5. The average of the ILMS.76 with a standard deviation of 4.27.

12
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Calculation of the ILM is dependent on the intetcegrm in the log-linear regression, and the
standard error in that term produces volatilitythe statistic. The maximum value observed is for
Schering at 17.25 and the minimum is 0.07 for @éleHowever, this corresponds to variation in the
simple market-to-book ratio over the entire pesatte the ILM only once, marginally, falls outside
the range of the minimum and maximum market-to-boakios observed by each firfh.
Consequently, we take these patterns in the datadicate variability in firm market-to-book
parameters.

In Table 6, average dynamic and cross section astsrfrom book value, static regressions
and ADLs underlying the book value ECMs are comparEhe average of the estimates from the
cross section static model quite closely accordb wie average of the theoretical long-run static
estimates calculated using the dynamic models. Mewyehis is not true of the coefficients in the
ADL models. The average autoregressive coefficierthe cross section ADL is 0.94, while the
average of the corresponding time-series coeffisien0.81. Differences between the average cross
section estimates on the regressors and the avefafe corresponding time-series estimates are
more noticeable, with an especially large incraasthe average negative coefficient on the lagged

regressor (-0.83 in the cross section, comparadtynamic average of -0.38).

[INSERT TABLE 6 ABOUT HERE]

Estimating cross section models using time-averatggd, as assumed in the Pesaran et al.
(1995) analysis, presents a similar picture (bottom, Table 6). The cross section static models
produce estimates that are similar to the averagfeeandividual firm dynamic estimatea € 1.62,

b = 0.92). However, the cross section ADL estimatkeghe short-run coefficients based on time-

averaged data are again quite different from tleaaged individual firm parameter, i.e., they kare

8 Merck’s highest market-to-book ratio is 14.56 aled in the year to 31 December 2000. The ILM i¥1%Fhe market-
to-book ratio divided by the ILM is 1.38 with a sthard deviation of 0.73.

® Parameters in these models are estimated ovefutheample period 1955 to 2004. Tables Al and A2the
Appendices give details of the individual year #inth estimates.

13
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0.07,a = 1.01, 4 = 0.44 andB, = -0.46. Using the residuals from the relativebcurate cross
section static model to produce a cross sectiogiaerof the ECM in Expression (3.2) gives an
estimate of the implied average error correctiogfficient (A = 1-a) close to zero. This is consistent
with the cross section ADL estimate af(i.e., A =1-1.01= 0.01) but not with the average dynamic
estimate ofa (i.e., A =1-0.81= 0.19), as it would be if the parametdrthe individual firm DGPs
were homogeneous.

Summarising the empirical results pertaining to data, we find that a well-specified
common functional from DGP of type (3.1) and (3r2pook value exists, although it is not always
statistical significant at 5% or 1% confidence lsv@he autoregressive lag coefficient is the most
significant aspect of the dynamics. The lagged esgpr that is needed for stationarity of the
dynamic model is often insignificant but its valugevance is demonstrated by the forecasting
ability of the models in ten year hold out samplEse parameters in firm DGPs are stable over time
but differ between firms. Static cross section ni®geoduce estimated coefficients quite close & th
average of the implied long-run parameters acrddgras. However, cross section forms of ADL
and ECM do not yield estimates close to the aveohgstimates from their dynamic counterparts.

Most of these points are unsurprising: The existesfca well-specified common form DGP
is necessary for cross section models to haveid, \aleraging of parameters, interpretation. The
weak evidence of cointegration is consistent wittvus dynamic modelling studies in CMR (e.qg.,
Qi et al., 2000). The multiplicative form of the des is consistent with the results in Falta and
Willett (2009) using weighted averages of book ealand earnings. Those static cross section levels
regressions appear to give reasonably accurateast of average long-run effects in levels, which
is consistent with Pesaran et al. (1995). Howether,dissimilarity between the dynamic and cross
section estimates in the case of the ADL and EC&snportant. We would expect consistency

between cross section and dynamic models in weltifpd, constant parameter models. Since we
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have checked all other aspects of model specibicatve investigate the impact of parameter

heterogeneity on cross section parameter estimatithre following section.

5. Implications of firm parameter heterogeneity for annual cross section analysis of the
mar ket-accounting relation

The implications of the empirical results in Sewti for annual cross section modelling of
data, with characteristics similar to those corgdim the sample, are analysed in this sectiohef t
paper. It is sub-divided into two parts. First, thgact of non-stationary regressors in cross gecti
static regressions, when parameters are homogensoasalysed. Second, the impact of firm-

parameter heterogeneity on OLS estimates is disdusih the aid of computational experiments.

5.1 Sour ces of biasin static cross section regressions when parameter s are homogeneous

The case of homogeneous parameters discussedsirsuhisection refers to those situations
where either firm DGP parameters are identicahey texhibit such little variation that for practica
purposes their impact on estimation and infererare lze ignored. This is the case that is often
implicitly assumed in the annual cross section ysiglof fundamentals (see Falta and Willett, 2009).
When parameters in firm-level DGPs are homogenedDg, forms of cross section models provide
reliable estimates of the implied long-run paramgebased on annual data but static regressions may
not® Time-averaging of data is necessary to eliminaiteliias. This problem and its solution came
to light in running the experiments described ia tbllowing sub-section. We have not found any
discussion of this point in the literature.

The need for time-averaging of data is illustrateere in the presence of a significant

autoregressive coefficient in DGPs of type (3.1der these conditions, if the regressor is statigna

1 This phenomenon was first noticed when varyingapaters in the experiments reported in the pregeskttion of

the paper. To our knowledge, it has not been pusiyonoted in the literature, neither in accountiry elsewhere. The
effect is not evident in the empirical data in 8®tt5 because the empirical parameters are hetegogs and the
regressors are close to having a unit root. Unliese circumstances ADL forms exhibit bias but atistforms the bias
is muted or absent.
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annual cross section estimates of the long-runnpeters derived using the static model are
inconsistent, the bias being at a maximum wheri@®e is white noise. In that case, the static model
estimates give the short-run effect of the exogsnauiable, not the long-run effett.

Heuristically, the reason why this happens candes $rom considering the simple one variable
static model when the firm DGPs for market value llomogeneous, containing a lagged dependent

variable and no lags on the exogenous accountingble, i.e. with DGPs of the form
Mie = ;1M1 + BipcAir + & (5.1)

Assuming a common zero intercept, the cross@eestimatdy is:

YiAitMit
by = —=—

52
ZiAlZ,t ( )

Repeatedly substituting Expression (5.1) in Expoestb.2) yields, aften steps,

by =a"Y My pAir+ @V B YAt ni1lip + oot af XA 1Ay + B XA (5.3)
Consequently, assuming\; is stationary with autoregressive paramegtessn — o, i — o and
y—0 , by — Sin probability (since&A.n, A — 0). If, instead y—1, by — £/(1-a) (since therZA.,, A
— ¥A?). This problem continues to exist in the presencé@aibrogeneous parameters, which we

consider next.

5.2 Heterogeneous parametersin firm DGPs
Two effects of parameter heterogeneity that areomat in the context of interpreting cross

section estimates of the long-run in CMR are disedselow. The first concerns their effect on the

™ An implicit assumption made here is that the ulyitey DGPs have been in existence for a sufficieltthg period to
reach a representative dynamic state. If this agsamdoes not hold, a bias in estimates of thg-am, similar to the
bias in dynamic models caused by finite sampleogieriis introduced into static cross section models
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interpretation of variations in cross section pagten estimates over time, even if models are well-
specified. Generally, variations in cross sectiarameter estimates over time should be interpreted
with care as they may have nothing to do with wenms in individual DGP parameters. The second
effect of parameter heterogeneity concerns its anpa the ability of cross section models of levels
and returns to accurately identify the average oyos in the market-accounting relation for a
sample of firms. Potential sources of bias in sreaction estimates of long-run, persistent effects
may be created.

Cross section parameter variation over tinvdhen parameters are heterogeneous, variation
in cross section coefficient estimates over tinvgneif derived from well-specified models, can be
caused by variations in factors other than chamgése systematic relationship between market and
accounting values. In the simplest case, for examphere the individual firm-level DGPs for
market value are described by a static regressigdh@single variablé, ;, that is constant over time
but where individual firm parameters differ, OL&Igs the following estimated cross section slope

coefficient for each:

2
5 = Yl ai Xl Apet X BiAie X7 Aiet 27 eiApe—n(X] @i+ BiAfcteiAi)
t = 7
(X7 4i)"-n X A

(5.4)

Unlike the situation where all the firm parametars identical, neither the termsannor in
Xit cancel and the OLS estimator lofis dependent on time, despite none of the indalidiim
coefficients varies through time. Expression (5Hpws that the unconditional expectation of the
estimated coefficient is equal to the populatioerage of the firm’s coefficients. However, it also
shows that the expected value, conditional uporséimeple, has a number of sources of variability,
some of which could be large. In particular, thénested cross section coefficient is not a simple
average of individual firm parameters but is thécome of a complicated weighting regime. In

models containing more than one regressor, the lexityp of the weights quickly explodes, making
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the interpretation of between-sample fluctuationthe estimated cross section coefficients difficul
It is possible that cross section coefficient @@ over time reflects systematic changes in the
market accounting relationship but parameter hgtreity makes determining if this is the case
problematic.

Effect of parameter heterogeneity on cross sectistimates of average long-run effects
Pesaran et al. (2005) consider the consistencystinates from static cross section models in
random coefficient panel models. Interpreting tims the context of the market-accounting
relationship, the DGP, for each finmis assumed to be:

Mir = aiM;r 1 + BiAir + €, (®.5
where thea subscript on the parameters indicates they mdgrdiindomly between firms a; is
an exogenous accounting variable. The randomnefiiroefficients is modeled as a parameter,
perturbed by a white noise process. In one casegxbgenous variable is stationary and, in therothe
case, it isl(1l) and cointegrated with the dependent variable. dth bcases it is shown that
heterogeneity of the parameters does not upsetoth&stency of estimates derived from static cross
section models. The caveat, however, is that tmeeaging of the data for estimation is assumed in
the proofs, implying that annual cross sectiongrazensistent when this is not done.

The difficulty with applying this result in pracéids that it depends upon asymptotic conditions
and some regularity in parameter variation acrasssfthat may not be observed. The impact of
irregular parameter heterogeneity on static and ARiss section estimates in finite sample sizes is
illustrated through a Monte Carlo simulation expesnt.

The experiment has two settings (cf. Table 7). Titst illustrates the homogeneous case, the
second the heterogeneous case. In both, microadatgenerated using estimated parameters and
starting values from the empirical, book value, ayinc ADLS, as reported in Section 4.

In Setting 1.1, 30 firm data are generated ovepé&lods, using the average of the estimated,

empirical mean values for each element in the Apoducing homogeneous parameters for each
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firm. Only the error terms are random, with meanozand standard deviation calibrated to the
empirical, firm average, standard errors of 30 esgions. A larger sample of 3,000 firms is
generated in Setting 1.2 by repeating the generatidirm data 100 times. The purpose of the latter
setting is to illustrate what happens when the iample size is increased.

In Setting 2.1, simulated parameter values foriB@s are generated by being set equal to the
estimated mean value of their empirical counterplam, i.e., the parameter values are
heterogeneous across firms, but constant over tiPaeameters and starting values for a larger
sample of 3,000 firms in Setting 2.2 are generétath a uniform distribution, using the minimum
and maximum values of the thirty empirically estiathparameters as endpoints. Consequently there
are 30 groups of 100 firms with parameters drawmfthe same distributions within each group.

Setting 2.2, as with Setting 1.2, is designed teckhon the state convergence properties of the
estimates. Setting 2.1A, also shown in Table 7atesedata for 30 firms using the same method of
generating data as in Setting 2.2. Its purpos® iknk the results in Setting 2.1 with those from
Setting 2.2. Both ADL and static forms of crosstisgrmodels are estimated. Parameter estimates

for the static cross section models for the laat ye the simulation are calculated.

[INSERT TABLE 7 ABOUT HERE]

In Setting 1, all estimates are accurately recovered by the Afss section model as firm
averages of the corresponding micro-level dynamiocdels. However, the annual parameter
estimates from the cross section static form amsdnl due to the combined effect of the
autoregressive coefficient and an exogenous regrefizat is on average stationary (the
autoregressive coefficient on the regressor DGPahaaverage value of 0.61). Extending the cross

section to 3,000 firms, reduces the variance basawmt eliminate this bidé.

12 Averaging the variables over the 50 year periothi case of identical parameters almost elimindtesbias, with
some residual effect of the relatively short tinegiss on the dynamic estimates of the slope caeifiic
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Under Setting 2.1, the ADL model ceases to recosi@ble estimates of the coefficients on
book value. The autoregressive coefficient is clims& and the coefficients on book value take on
nearly equal but opposite values, far from the woderlying parameter valuek: (0.05—-0.33; a:
0.98- 0.81; 3 : 0.04-0.55; 3.1 -0.2—-0.38). TheR?, however, approaches unity. This pattern
repeats itself in the other settings. In SettingA2.the resulting different parameter estimates- (
0.13-1.13; a: 1.01— 0.61; 4 : 0.99-0.94; 5.1 -0.99--0.66) also test strongly (and wrongly)
significant. When the sample size is increased @ttir®) 2.2, the same pattern persists
0.22-1.13;0: 1.03— 0.61;43 : 0.96-0.94; 3.1 -0.98--0.66). TheR’in both of these experiments is
virtually one. The annual estimates based on thcstnodels under all three settings continue to
show bias and test significant in large sampleg.,(&: 1.27 — 0.71 andt(b) = 10.78, with a
between-sample standard deviation of 4.5 in Sefif}y However, th&for the statianodel drops
to 4%. The bias due to the process generating dbeessor variable therefore does not mitigate
significantly with increasing sample size. Usindadaveraged over 50 years reduces the bias in the
static model under each setting (not shown indbéetfor reasons of space) but this is still natide
at a firm sample size of 3,000 (1.19-0.71,t(b) = 11.23).

It is clear from this experiment that the presenfeparameter heterogeneity spoils the
similarity between dynamic and cross section eséma-urther experiments show how extreme the
effect of even a small amount of discontinuous riogieneity can be in its effect on cross section
estimation. For example, if the values of all pagtars in 3,000 simulated firm DGPs are set to one,
except for a constant autoregressive paramete8pb0th dynamic and cross section OLS estimates
over 50 periods are accurate and virtually idehtifaonly a single DGP is introduced into the
sample consisting of two independent unit root psses (i.e., no relationship between the dependent
and independent variables exists), the ADL crossiae model exhibits the pattern of estimated
coefficients evident in the experiment describedh@ preceding paragraphs and in the empirical

modelling of Section 4. The autoregressive coedfitiapproximates unity and the coefficients on the
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regressor and its lag are of approximately equdl @pposite magnitude. Furthermore, again, the
static regression again exhibits a bias even wineg+dveraged data are used, and does not appear to
decrease as the sample size increases.

This ‘bad apple’ effect, of a single or few noispservations spoiling the inferential
properties of cross section models, is likely tarbportant in CMR. The empirical evidence relating
to CMR data, such as that displayed by the samgie ith Section 4, makes it very probable that
some observations in any sample of firm market aocbunting values will be closer to being
independentl(1) processes than to being significantly cointegratémnis upsetting parameter
estimation.

The extent of inconsistency in cross section coeffit estimates thus varies with the
magnitude of the autoregressive coefficients in@&Ps of both the dependeand the exogenous
variables, directly in one case and inversely endther. To achieve consistent estimates of long-ru
effects using static regressions then requireggusime-averages of the data, based on time periods,
commensurate with an extent that allows the lomgeffiect to work on the dependent variable (e.g.,
see Pesaran et al.,, 1995; Easton et al., 1992prtunktely, short of averaging across the entire
sample period, this information is only availablenh knowledge of the average lag structure, which
must be gleaned from an ADL type model. Parameegerbgeneity thus prevents dynamic
information being recovered by cross section medoise. In the next section, as an alternative to
annual cross section modelling, we implement theaRen et al. (1995) strategy by using a fixed

effect panel analysis.

6. Fixed effectsanalysis
In our study, all the evidence indicates that, carag to the cross section firm parameters,
estimates of the individual dynamic parametershefgimple models we study are relatively stable

over fairly long periods of time. Within sample stability tests of the dynamic parameters of the
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ECMs in book value shown in Table 5, estimated dher entire period from 1955 to 2004, are
negative at the 5% level in only one instance total of 60 test$> Recursive graphs of parameter
estimates, such as shown in Figure 1, invariabhileixthe same stable patterns. The stability ef th
models is what makes it possible to use ten yelardwat samples to test the robustness of the model
specifications (see Table 4, Column 8). Figure @shthe forecast performance of Motorola’s book
value model and illustrates this point - see Ta#llasd 5, eight rows from the foot of each tablee T
direction of abnormal returns is correctly prediceght times in the ten year hold-out period, dase
on a model estimated using data between 1955 td 488 regressor variables observed in the

preceding period.

[INSERT FIGURE 2 ABOUT HERE]

The sample data suggest stable parameters overfamindividual firms but idiosyncratic
market-accounting relations, having varying par@mealues between firms. In these circumstances,
it is natural to use a fixed-effect panel analygith individual interceptsaand slope coefficients to
estimate the average parameter values of the fampke, assuming they have a common-form
DGP This way of estimating the parameters returnsséme estimates shown in earlier tables,
since it is equivalent to running 30 separate dyoamgressions. Table 8 shows the fixed-effect

estimates for the ECM of raw returns based on lata 1955 to 1994.

[INSERT TABLE 8 ABOUT HERE]
The average short-run coefficient on the propagichange in book value is 70% and the
error correction coefficient averages to 25%. Tinmplies that, on average for this sample, an
imbalance between the expected long-run relatipniseiween book and market value in any year is

corrected over a period of four subsequent yeans. dverage-distribution probability in a two

13 These tests are basedReGive(Hendry et al., 2001).
14 Most textbooks and software treat fixed effectsgdanalysis only in the context of varying intgrtedue to a degrees
of freedom problem. The length of our time peri@imits us to allow the slope parameters to vany.als
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tailed test for the error correction coefficientli3%?° The short-run coefficierttprobability is lower
at 30%. Five firms have weak error correction @ffemdicating an adjustment period greater than
ten years. Twenty five firms have error correcto@niods less than 10 years, 17 less than 5 years, 1
less than 4 years, six less than 3 years and tessethan 2 years. These numbers shift towards a
longer period of adaptation if the full sample ailngh to 2004, is used for estimation. Twenty three
firms then have error correction periods of lesnthO years, seven less than 5 years, six lesgithan
years, four less than 3 years and two less thaabsy

The evident movement in the parameters of the E@Mhe hold-out period does not
markedly affect the overall stability of the modebwever. Figure 3 compares the time sequences of
the actual raw returns with the ECM predicted vaJuestimated on the basis of the shorter period
(with a 10 year forecast period) and the longerogefwith no hold-out period). There is very little
apparent change in the time series behaviour ofmthéel predictions, again illustrating the relative

stability of the model.

[INSERT FIGURE 3 ABOUT HERE]

Reflecting the changes just noted, however, dutlregearly 1990s, the average ECM loses
touch with the raw returns series but appearsdoqgre it in 2001. Together with the diminishing
coefficients on the change in book value and theretorrection term, this might be taken as
implying that value relevance of book value dimin@d during the 1990s. Nevertheless, the fact that
there is a discernable ability of the book-to-méaniaio to forecast abnormal returns through the
hold-out period, one year ahead in the average tatansistent with the results reported in Sectio
4. Figure 4 exhibits the tracking of the actual rage data series by the short and long-run
components of the model separately. It shows hogh eamponent contributes to the overall

explanatory and predictive power of the model i @awverage data. In the hold-out period from 1995

15 The average t-statistic for this coefficient asrt®e 30 firms is greater than this figure mighggrst, having a value of
-2.34.
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to 2004, the short-run component predicts the tioemf abnormal returns seven times out of ten
and the error correction component six times outeaf These proportions are like their individual
firms counterparts based on the estimation perpdoul994 and, in the case of the market-book
error correction term, data one year prior to thseoved raw returns. Thus, although the error
correction component in book value’s ability in doasting is marginal, it is systematic and
representative of the overall ability of the pureoecorrection book models (cf. Table 5) to prédic

raw returns one year ahead.

[INSERT FIGURE 4 ABOUT HERE]

7. Discussion and conclusions

In Falta and Willett (2009) we showed that additiveear models of the sort usually used to
model fundamental theories in CMR are misspecifieen applied to our sample data. We proposed that
multiplicative models of the market-accounting tiela are more appropriate and showed that they
provide better-specified models of our data. Wdyeea the consequences of using misspecified additi
models and their derivative returns formulationsir @indings are that the usual inferenttahnd R?
statistics can be misleading in these circumstarangs we showed that using larger samples makes the
problem worse.

Our earlier paper focused on misspecificationh& functional form of the market-accounting
relation. In this paper, we showed how, even ifaspects of specification are satisfied, annudicsta
cross section regressions may not provide reliablenates of persistence due the dynamic propesties
the regressor variables. More importantly, we shbat if the only source of misspecification in a
regression model is firm-parameter heterogendifyrevents the identification of short-run and leng
effects by cross section analysis alone. This epgiarticularly in the case of returns regressiamsch

have traditionally been investigated using the mémple of deflation by opening market value.
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The main empirical findings of interest in this pajare that a detailed investigation of the dynamic
of each firm's DGP confirms that multiplicative neld provide good candidates for a common
functional form of regression model of the marketaunting relation, for all firm samples exhibiting
similar patterns in variables. The individual DGHlshave a strong autoregressive element. How¢her,
testing-down approach to model building, adoptedséaction 4, indicates that simple, single variable
regressions provide the best models of the mara@itmting relation. In individual dynamic models,
accounting variables with a single period lag sheeak evidence, compared to the autoregressive
component, of being ‘value relevant’, in the seatbeing able to forecast raw returns, one yeacéen
The parameter estimates in these dynamic modeksaapp be relatively stable over time, compared to
their values between firms. This permits the usa bked effects panel analysis of the firm pararst
holding the parameters constant over time. Thedfifects analysis allows recovery of estimates of
average firm parameter values for a cross sectiegalvalent of an ECM of the market-accounting
relation. In our sample, the average implied lomg-market-to-book value ratio is about 3.6 andetiner
correction term on the market-to-book ratio is abdd%, implying that it takes about five years on
average to impound the long-run impact of a chandok value into market value.

The implications for CMR into fundamentals are tim¢rential statistics should not be trusted ia th
absence of a clear demonstration that a model lisspecified. There is no point in using large sésp
of data unless models are well-specified, as irsingathe size of sample under those conditions will
simply increase confidence in a wrong result. Intipalar, the common procedure of deflating market
value by market value should not be adopted: dinigkely to return valid estimates of the parameteir
interest and, due to sample variability, can retadications of a significant relationship, whenfact
there is none.

The book value of net assets or ‘equity’ was usethis paper to illustrate the thesis that, if sros
section analysis is to be used, it must be possiblgentify a common, well-specified form of firravel

DGP. There is probably no good reason for not usitiger earnings (as is done in Alexander et 8092
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or dividends instead, or as we did in Falta andatfi(2009), an empirically weighted average of twio
these variables). However, the error correctioattnent of the book value model does raise intergsti
guestions as to the implications for regressionyarsaof the classic treatment of the market-to¥oo
ratio as an indicator of ‘risk’ (Fama and Frenc@92). The error correction interpretation of therke#
to-book ratio implied in this paper is that if thas a long-run or persistent relationship betweamnket
and book value, the market value has to reflectections to the long-run value implied by the book
series. This is a simple interpretation of the rattk-book ratio and is not necessarily inconststath
the risk interpretation. However, it does raise giestion of how return and risk might be identifees
separate components in a regression analysisallyitit might be supposed that the ECM is an
explanation of returns but there is also a sensghiich it is an explanation of risk. The furtheragp
market and book become, the more likely they anevert to the value of the other and the mordyike
the movement in market is to be larger. This paserething of a dilemma if it is proposed to try to
reduce firm parameter heterogeneity by the additibregressors that might be expected to factor out
some of the variability from the returns parameters

Another quite topical implication of this paperats to the literature on ‘scaling’. Scaling seems
be the cause of much confusion. There is a viewgbat the way in which a regressor variable idexta
somehow causes misspecification in cross sectigfiest. This is based on the presumption that fims
different size categories have different charasties and this leads to ‘bias’ in estimation. laidasic
fact of regression modelling that differences ie #tale of the regressor variables are usuallyoa go
thing, not a bad thing. It promotes greater preaisn estimates if the explanatory variables passes
variability. We suggest that the real cause of pineblem of misspecification is heterogeneity in
parameters, not scaling. The problem with differestiegories of firms in different size groups iatth
they have DGPs with substantially different pararst not that the values of their accounting and

market values are of a different scale.
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The main limitations of our work are that it f@&s on a particular estimation method (OLS) and a
small subset of non-randomly selected firms to shihat certain things that traditionally have been
claimed for cross section work in CMR, generallpmat be so claimed. It is an existential argumeat,

a universal one. We cannot draw any conclusion talbsga-making firms from our analysis, for instance
However, the primary purpose of our work is to shibat something isiot universally the case rather
than that certain thingsre generally true. It suggests the possibility oflohgawith the problems that it
identifies and points to various new research dorest

What we have suggested is that, once a thorougdfifispéion testing regime has identified a sensible
statistical model, fixed effects panel data modgllthat implements Pesaran et al.’s (1995) strategy
should be used in the analysis of fundamentalsufficient time series observations are available t
make this possible. If this is not possible, tkelly dynamics of the firms in a sample should astee
considered, particularly to see if firm parametetehogeneity is likely to be a problem. The degrke
parameter heterogeneity at any size of firm sarmople be checked using OLS by estimating the cross
section form of ADL in Expression (3.1). The closkee distance of the estimate of the autoregressive
coefficient from one, and the closer the regressmd their lags are to being equal and opposite in
magnitude, the more is parameter heterogeneitlyltkecause estimation problems.

The magnitude of the pervasive autoregressive icgait in dynamic market-accounting regressions
reflects the strength of the effect of accountiagable on market value and cannot be ignored sifoypl
switching to a cross section analysis. In the ateser any regressors, market value typically foBoav
random walk and the autoregressive coefficientahaalue of one. The distance of this coefficientrfr
one (and of the error correction from zero) is ¢fh@re an index of the strength, or immediacy, & th
effect of the accounting variable on market valualess a reliable estimate of the error correction
coefficient can be obtained, an appreciation of ithpact of accounting on market value cannot be
gained. Static cross section regressions aloneotgmvide the information required to measure the

value relevance of accounting information.
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Another limitation of our analysis, alluded to akovs that it does not investigate the potential fo
additional variables in the cross section modelgure the problem of parameter heterogeneity. For
example, if a meaningful risk measure, uncorrelatgih the returns variable in a model could be
identified, this would presumably extract a potainsiource of heterogeneity in parameters on acownt
variables. However, it seems to us progress is katy to be made in finding practical ways to lieg
with parameter heterogeneity, in the absence af Kiable time series of data, by mixed analytical a
computational methods, such as the simulated manxirkelihood approaches advocated by Greene

(2008) and others.
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Tablel

Procedure used to derive empirical ECMs in Sediion

31

Step 1:

Formulate an unrestricted ADL includingth# variables in the data set as regressors. Usgs

on all variables. Include a constant and trend wsala hold out sample of ten periods. Estimate

the model using OLS.

Step 2:

Test the model for correct functional fdiMote 1) and the residuals for heteroskedastidityté¢
2), autocorrelation (Note 3), and Normality (Noje 4

Step 3:

Eliminate the trend term if its estimatevas statistically insignificant. Return to Ste@rdd re-
estimate the model if the trend is dropped.

Step 4:

Compute the long-run solution for the ADid @est the significance of lags (Note 5).

Step 5:

If the second lag length tests jointly dndficant for all variables and there is no evideraf
significance in any variable at that lag lengtlimélate that lag length (Note 6). Repeat from S
4 until all such lags have been eliminated.

tep

Step 6:

Eliminate insignificant explanatory variadblone-by-one, starting with the least signific&n
statistic in the long-run solution (Note 7). Rep&eps 4 to 6 in each case. Repeat unti

variables in the model test significant in the lang dynamics at the adjusted significance level.

[
all

Step 7:

Calculate the equilibrium correction teraCT) implied by the long-run solution at the

completion of step 6, using the exact estimatespeted for that solution. Note wheth
Augmented Dickey Fuller (ADF) unit root tests inalie that the ECT is stationary.

er

Step 8:

Reparameterise the ADL as an ECM, droppihgontemporaneous differenced variables
necessary repeat Step 6 on the reparameterisedl motleall insignificant variables at th

If

11°

adjusted significance level have been eliminatde: fesulting model is the statistical ECM for the

chosen dependent variable, given the initial data s

Step 9:

Compare the statistical ECM with other niotased on criteria contained in Table 2.

Notes:

RESET test (Ramsey, 1969).

Based on White (1980).

F-test form for unconditional autocorrelation (Hayy&990).

Doornik and Hansen (1994).

G IWIN|F

The critical value for a Type | error usihgtatistics to assess the significance of the amefits
from the OLS and long-run estimates is computedldg4&-o)n, wherea is the nomina

significance level of 5% and n is the number ofetdfwns on the reduction procedure (Maddala,

1998, pp. 425). This is referred to as the ‘adplistegnificance level. See Hendry et al. (2001,
255-257) for details of how the long-run solutiorddag coefficients are estimated.

PP

Based upon thestatistics for the OLS estimates and the testsriesi in Hendry and Doorni
(2001, pp. 257, Sections 18.3.2.1, 18.3.2.2 an8.3B.

Using tests on the ‘static long-run parameteedingd in Hendry and Doornik (2001, pp. 255

6,

Section 18.3.1).
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Table 2

Criteria used for judging the strength of an ECMaasxplanation of market value.

Criterion

Details of criterion

Misspecification tests

The number of diagnostic tests showing significantlel
misspecification, as described in the Notes to &@4bliThe fewer of
these reported, the better the model.

t

The strength of significance of the standasthtistic on model
coefficient estimates. The higher thstatistic, the better the model.

R

Standard?’ statistic. Used as an indicator of goodness afffinodel in
the estimation period.

Unit root test

Statistical significance of this test suggestsBRA is stationary and is
evidence of a long-run-relationship between mavkéie and the
regressor variables.

Augmented Dickey Fuller test for the presence ofi&root in the ECT|.

Average forecasting performance
Reduction in RMSE of model
forecasts over the ten year hold-o
period compared to a random wal
with drift model.

'f-?MSE of the ECM is reduced relative to the randoatkwmodel.

The difference in the holdut period between the root mean square
j}f the ECM and the root mean square error of alsimgmdom walk
model. The strength of a model is directly relatethe extent that the

Direction: Prediction of sign on
abnormal returns relative to long-1|
average

The number of times the model correctly predicéesahection of
l(iﬂange, one period ahead, in raw returns. A ‘vedlevant’ ECM is
expected to more often correctly predict the chafgdirection of raw

returns than a random walk (i.e. five times outesf, on average).

Interpretation: ILM

In the case of the variable in a multiplicativeat&inship of the typ#
= aA/”, the numbea such that = aA* ¥V, whereA* is the mean
value of the time-series dataAg The ILM is expected to be of the
same order as the linear multiplier defined byltimg-run average rati
of M, /A..
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Table3

Definitions and sources of data used in empiricadiats.

33

Data

Sour ces

Earnings, dividends
and book value of n
assets

As defined by Compustat annual data item numbei®AA21 and A60 respectively.
Sources: Compustat tapes: 1955-1998; Mergent OhB88 -2002; Company websit
2003.

D

Market value

Defined as share price at fiscal year-end (A199}iplied by the number of shares
outstanding. Sources: Compustat 1955 - 1998; Datast1999 - 2002; Company
website 2003.

GDP

Source: US Bureau of Economic Analysis Nationabime Accounts, NIPA Tables.
Series code: A191RL1. http://www.bea.doc.gov/befaigaweb/DownSS2.asp).
Files downloaded on 7/20/2004.

Interest rate

Prime rate of interest in money and capital marf@tshe twelve months ending
December. Source: Board of Governors of FederaéRe System.
http://www.federalreserve.gov/releases/h15/datefafptxt.

Files downloaded 7/19/2004. 2003 data download@(@03.

CPI

U.S. city average consumer prices, all items. Séde CUUROO00SAO,
CUUSO0000SAO.

Source: US Department of Labor, Bureau of Labati§ics
http://data.bls.gov/cgi-bin/surveymost. Files dosaded 7/19/2004.

Productivity index

Output per person. Source: US Department of Labareau of Labor Statistics. Serigs

Id: PRS84006163. Sector: Business. http://daabV/serviet/SurveyOutputServlet
Files downloaded 7/19/2004.

Foreign exchange
index

Foreign currency units per 1 U.S. Dollar, 1948-200184 data is an equally weighte
average for 23 countries (excluding Indonesia)nidkem the following source: Pacif
Exchange Rate Service (University of British Coluabhttp://fx.sauder.ubc.ca.

O Q

Credit supply

Total Credit Market Debt. Source: Flow of FindscAants of the Board of Governor
of the Federal Reserve. Table L1 Page 50. Filesmiibaded 7/24/2004.

Value of US equitieg

Market value of corporate equities. Source: Flowafids Accounts of the Board of

Governors of the Federal Reserve. Table L213 pag€i&s downloaded 7/24/2004.
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Table4

ECMs for 30 firms determined statistically by anpéncal testing down procedure. Column 1: Firm na@elumn 2:

A
A’i(Ai,t—l)‘pl

. . M (
OLS estimates of parameters of model specificati =k;
P P 0tr/{lwt—l L Mt

i
) w;,. Notes apply. Column 3:

ILM. Column 4: Misspecification tests significant the 5% level or lower in tests defined in TableCblumn 5:
Probability pA) of A being different from zero. Column B2 Column 7: Reduction in RMSE of one year aheadehod
forecasts compared to a random walk with drift mho@®lumn 8: Number of times, out of ten, one yeahead
direction of change iM/M,.; correctly predicted. Column 9: Augmented Dickeyl€uunit root tests of the error
correction term significant at the 5% level or loweat least one of zero, one or two lags, whenrsstant is included.

1 2 3 4 5 6 7 8 9
f;’ggrt;tories 1.05Q27.4E.°%M,. )% | 24.03 00| o019 o004 1 *
Bausch and 1.2 0.44 Normality; .
Lomb 1.28(0.52B,*IMy.,) 1.73 RESET 002 | 02| -0.01 7
ﬁ";‘gﬁ;ﬂonm 1.26(153.220,°59M,,)°2 | 16.34 001| 017 003 ¢ *
Bristol Myers 1.25(74.14R,% "%M,)*?° 18.33 0.01| 0.15] 0.04 7 *
Coca Cola 1.13(33.1E,°%M,)°*? 18.88 Normality 0.24| 0.04f 0.03 3
Colgate 1.06(0.11Y,*IM,.)*2° NA 0.05 0.1 | 0.02| 5 *
Cooper 1.14(1.19B,*%YM,)*#° 1.8 0.0 0.36| 0.01] § *
Corning 1158(0.98R.> "¥1.,1* M)’ | NA Normality 0.15| 0.05| 0.07] 8§ *
Du Pont 1.00(7.86R,M,.1)*? 16.06 001 03| -001 ¢ *
Eaton 1.06(1.04B,%9M,.,)%*8 1.78 0.12| 0.06] -0.09 ¢ *
General Electric]  6.98(1.08Y,>%IM,.,)%* NA Normality 037 | 0.02] o0.0]| 6 *
General Motors 1.0(20516F,%%M,.,)%** 12.43 | Autocorrelation 0.000 0.17 -0.03 |7 *
Georgia Pacific 1.07(17.62B,%IM,.)%* 1.88 0.0 0.23| 0.04 ¢ *
Gillette 1.04(3.47E,2%TM,.1)%% 165.34 0.34 | 0.024][ 0.01] § *
Goodyear 1.02(48.61B,**YM,)**° 1.26 Normality 0.02| 0.14f o0.01 | *
Hercules 0.99(73.37B,"*IM,)**° 2.37 0.07| 0.07| 0.28 1 *
Ingersoll 1.00(22.508,%9M,.,)*° 1.26 0.03| 0.12| 0.17 1 *
IBM 1.05(661.80B,%*YM,.,)°>* 2.71 0.00| 0.23] 0.16 & *
L”;Srer:a“ona' 6.58(1.07V, %M, 1)*% NA | Autocorrelation| 0.04| 011 -002 T @ *
jgm:gﬂ & 0.87(1.05V1 gdM, )* ™ NA 005 | 01| 002 3
Lilly 0.63(1.04V,?TM.1)*° NA 0.02 | 0.15| -0.03] 5 *
Merck 1.14(67.37E.%9M,..)%*8 15.22 0.04| 0.11] -0.02 ¢ *
Motorola 1.26(2.58B,°%IM,,)*3¢ 1.6 0.02| 0.14| -0.08 8§ *
Pfizer 0.12(1.07V,**IM,.1) %%’ NA Normality 0.01| 0.16| -0.04 ¢ *
Raytheon 9.84(1.09Y,%"IM,.)>° NA 027 | 01| -001 7 *
Rohm 2.05(1.08Y,°%IM,.)>* NA 0.09 | 0.07| -0.01 8
Schering 1.13(56.17R,%7YM,.,)°% 13.45 0.49| 0.01] -0.01 ¢ *
Tektronix 0.01(0.99G.* %11 *M.)*? | NA 036 | 0.02| 00| 6 *
UST 0.14(1.08Y,**IM,)*%° NA 062 | 001| -0.01 8 *
United

1.20(10.61E,-%IM.)*>3 12.43 0.00| 0.26] 0.04

==Y

Technologies

Note: The model specification is shown in its actg to market value ratio form, which gives aifigs
sign of the error correction terAy and contains an additional constant t&rmhe additional constant is
included to check the orthogonality of the shod &mg-run variables in the model. If the additiboanstant
termk is not close to unity it indicates the estimatethe parameters of the model may be biased.
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Table5
A
@; ¢ Column 1: Firm name. Columns

A’i(Bi,t—1)(pi)

Book value ECMs. Results for moc%t/Mt L = k; ( v
- it-1

2-5: Coefficients (2k; 3: «; 4: ¢; 5: A). Columns 6-8: Long-run solution (6: standard ewbg; 7: ILM; 8:
Augmented Dickey-Fuller unit root tests significaait the 5% level or lower). Columns 9-13: ECM (9:
Probabilityp(A) of A being different from zero; 168 11: Misspecification tests significant at the &el or
lower in tests defined in Table 1; 12: ReductiorRMSE of one year ahead model forecasts compared to
random walk with drift model; 13: Number of timesjt of then, one year ahead direction of chandd.ii,.
correctly predicted).

Coefficients Long-run solution ECM
1 2 3 4 5 6 7 8 9 10 11 12 13
Abbott 1.06 1.24 123  032] 008 727 0o o021 00 7
Bausch 128 052 120 044| 010 175% | 002 0.20 NgrEmSaé'tTy' 001 7
Baxter 121 1011 077 020] 011 153% | 002 0.5 001 5
Bristol 127 526 089 016| 015 212 001 013 003 7
CocaCola | 1.08 2.47 122  006| 059 1438 039 002  Normality 001 2
Colgate 1.08  2.20 111 004| 062 467 069 00 001 6
Cooper 1.08  1.19 106 080| 003  1.75% 0 036 001 5
Corning 1.08 38.68 0.58 0.13 0.36 1.90 * 0.15 0.06 Normality -0.01 7
DuPont 101 2.05 103 016| 044 277 001  0.19 003 7
Eaton 1.06 1.04 108 018| 022 178* | 012 006 002 8
g‘;@fg?' 110 6.40 090 026] 019 241 002 015  Normality 010 6
3?}?:2" 1.0 1121845 -019 030 022  1.25% | 001  0.16 002 8
S:;;%a 107 1762 070 031 017 1.8* | 00 023 004 9
Gillette 094 0.38 058 003| 247 002 | 024 004 001 6
Goodyear | 1.02 4861 051 030] 032 126*% | 002 014  Normality 001 7
Hercules 099 7337 049  019] 024 237% | 007 007 028 5
Ingersoll 10 2250 063 029] 016 1.60 003 012 017 5
IBM 105 661.80 043 033 012 271%* | 00 023 016 8
g;%gat'onal 102 034 112 010| 011 095 014 046 002 8
jgm:gg & 1 110 1088 091 009] 027 512% | 020 0.05 002 7
Lilly 112 2039 075 011] 018 2.84 014  0.06 001 7
Merck 101 10802 076 009 036 1470 | 014 0.6 003 5
Motorola 126 258 094 037| 007 1.60* | 002 0.14 006 8
Pfizer 099 10.45 090 026] 011 427* | 001 0.5 020 7
Raytheon 127  0.80 109 038 006 155 | 002 013 Autocorrelation, ., S
Normality
Rohm 1.06 2.33 099 o011| 045 214* | 014 006 001 6
Schering 102 19789 067 005 081 1725 | 042 0.2 001 8
Tektronix 1.03 431 087 022| 019 171* | 004 o011 002 7
UST 108 071 109 025 013  1.40 004 011 016 8
}I'chlfﬁgologies 10 026 160 034| 012 593 00 027 045 2
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Table 6
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Comparison of average dynamic and average crossseoefficient estimates of ADL and static forofsthe
market-accounting relationship for 30 firms oves treriod 1955 to 2004.

ADL Static regression
Mi,t:k+ aMi,t_1+ﬂlBi,t+,BZBi,t_1+ Ui, for each| M;;=a+bB; + g,
yeart for each yeat

k _ pK a p@" B  pB) B pB) a_p@ b pf
Dynamic models
Average (across
firms) 2 033 034 081 0.06 055 0.26 -0.38 033 1.83 0.19.89 0.03
Average standard
deviation? 059 0.29 017 0.02 055 0.8 046  0p1 2.74 0.24.400 013
Cross section models
Average (over
time) ® 012 035 094 000 087 023 -083 0po 1.88 0.18.91 0.00
Average standard
deviation® 043; 0.30 018 0.06 084 0.29 0.78 06 2.05 (0.20.240 0.01
Using time
averaged dafa 0.07 001 1.01 000 044 067 -046 07 1,62 0.60.92 0.09
Notes 1. p(x) denotes the value associated with the estimate

2. Average (across firms) is the average of theadyo estimates and statistics over

the 30 firms. The Average standard deviation is tase is the average standard
deviation of the dynamic estimates and statisties the 30 firms.

3. Average (over time) is the average of the csession coefficient estimates and

statistics over the 50 year time period. The Averstgndard deviation in this case is
the average standard deviation of the cross seetitmates and statistics over the 50

year time period.

4. Using time averaged data: Estimates are caérifar each model using data
averaged over the period 1955-2004.
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Table7

Experiment to illustrate the impact of parametdetageneity in data generating processes on ceat®s
model estimates and inferential statistics. ShomenPaerage estimates and inferential statisticseufour
different degrees of heterogeneity. For the DGR dre generated acrosstddir eachi. The cross section
models are estimated acrossidtir eacht.

37

Dynamic DGP and cross sectio ADL: Static Model:
models Mit = a+ KMiiq + BBt + BoBiri + Ui Mi: = a + bBi; + &
. k a 5 | 5 a | b
Setting| Parameters R R
J k) (@) | t(8) | t(B) t@ | t(b)

30 Firms;50 Years;

1.1 1000 repetitions
Average firm dynamic | 033 081 055 -0.38 1.77 0.92
parameters (Note 1) n/a n/a n/a n/a nfa: nla
Average cross section | 032  0.82 055 -0.38 (g1 2.8 0.76
estimates 177, 822, 52 -294 ' 435 846 0.71
Monte-Carlo standard 359 011 012 014 (3 0.68 0.1
deviation (Note 2) 1.12 20 143 1.23 ' 1.32 1.92 0.09
3000 Firms;50 Years;

1.2 200 repetitions
Average firm dynamic | 033 081 0.55 -0.38 1.77 0.92
parameters (Note 1) n/a n/a n/a n/a nfa. nla
Average cross section | 033  0.82 055 -0.38 (g 2.9 0.77
estimates 7.21 8413 53.03 -29.6 ' 4495 851 0.7
Monte Carlo standard 0.05: 0.01: 0.01: 0.01 0 0.07 | 0.01
deviation (Note 2) 1.03 172 1.33 1.09 1.28 1.89 0.1
30 Firms;50 Years;

2.1 1000 repetitions
Average firm dynamic | 033 081 0.55 -0.38 1.77  0.92
parameters (Note 1) n/a n/a n/a n/a n/a: nla
Average cross section | 0.05  0.98 0.04 -0.02 g7 5.37  0.54
estimates 015 2126 0.6 -0.35 516 453 0.42
Monte Carlo standard 038 005 009 009 (g 1.84 0.2
deviation (Note 2) 105! 569, 114 1.14 ' 211 1.93 0.18
30 Firms;50 Years;

2.1A 1000 repetitions
Average firmdynamic | 113 061 0.94 -0.66 2.89 0.71
parameters (Note 1) n/a n/a n/a n/a n/a: nla
Average cross section | .0.13  1.01 099 -099 8.28 131
estimates -0.14 | 427.62: 6.43 -6.38 0.2 0.18 0.03
Monte Carlo standard | 173 001 057 058 , |5791 691
deviation (Note 2) 2.13 2156 4.48 453 0.93 0.98 0.05
3000 Firms;50 Years;

2.2 200 repetitions
Average firm dynamic | 1.13 061 0.94 -0.66 2.89 0.71
parameters (Note 1) n/a n/a n/a n/a n/a: nla
Average cross section | .0.22.  1.03 096 -0.98 9.25 1.27
estimates -3.49 | 4363.2} 31.22 -31.3 198 10.8 0.04
Monte Carlo standard 0.09 0. 004 004 0 727 0.6
deviation (Note 2) 1.19. 3709 4.14. 4.07 15, 45 0.03

Notes || 1. Average firm dynamic parameters: Theoreticahpeeters used to generate data

2. Monte Carlo standard deviation: Between-sarsf@adard deviation based on Monte Carlo
experiments. The standard errors of the averalgesare approximately one-thirtieth and
one-fourteenth of the size of the standard deviatifor the 30 firm and 3000 firm experiments
respectively, based upon the number of repetitidrise experiment.
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Table8

Fixed effects coefficients for full error correationodel estimated on period 1955 to 1994. Note fhais the
coefficient on the proportional change in book ealdi is the error correction coefficient. Probability thet
probability in a two tailed test.

Firm B Prob(f.1) A Prob(A)

Abbott 0.30 0.77 -0.30 0.05
Bausch 2.78 0.01 -0.48 0.00
Baxter 1.16 0.25 -0.20 0.00
Bristol 1.74 0.09 -0.14 0.08
Coca Cola 0.74 0.46 -0.07 0.30
Colgate 0.61 0.55 -0.08 0.38
Cooper 1.05 0.30 -0.84 0.00
Corning 0.93 0.36 -0.14 0.08
Du Pont 0.11 0.91 -0.15 0.03
Eaton 0.60 0.55 -0.22 0.05
General Electric 1.09 0.28 -0.19 0.19
General Motors -0.08 0.93 -0.30 0.01
Georgia Pacific 0.6% 0.52 -0.24 0.03
Gillette 0.09 0.93 0.02 0.67
Goodyear 0.43 0.67 -0.29 0.00
Hercules -0.28 0.78 -0.21 0.11
Ingersoll 0.04 0.97 -0.30 0.04
IBM 0.48 0.63 -0.33 0.00
International Paper 0.43 0.67 -0.28 0.05
Johnson & Johnson 0.12 0.48 -0.12 0.13
Lilly 1.17 0.25 -0.16 0.08
Merck 0.03 0.98 -0.09 0.22
Motorola 2.07 0.04 -0.52 0.00
Pfizer -0.27 0.79 -0.28 0.04
Raytheon 2.4( 0.02 -0.52 0.00
Rohm 0.69 0.50 -0.14 0.10
Schering 0.28 0.78 -0.05 0.42
Textronix 0.23 0.82 -0.22 0.01
UST 0.92 0.36 -0.31 0.01
United Technologies 0.08 0.97 -0.33 0.02
Average 0.70 0.55 -0.25 0.10
Standard Deviation 0.75 0.31 0.17 0.16
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Figure 1:

lllustration of the stability of the estimated eromrrection term at firm level.
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Figure?2

lllustration of ability of book value ECM to prediabnormal returns at firm level.
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Figure3
lllustration of similarity of ECM time series pretions using estimation periods 1956 to 1994 arkb16 2004
(models based on average of firm coefficients).
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Figure4

41

lllustration of model predictions split between ghwin and error correction components, based timason

period 1955 to 1994 (models based on averagemofduefficients).
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APPENDIX

TableAl

Dynamic autoregressive distributed lag and statidefs: Estimated coefficients and inferential
statistics for 30 firmsp(x) denotes the-value associated with the estimate

ADL

Static regression

M t=k+ aMit1 + BiBit + BBir1 + U,

Mit=a+ bB + g,

Firm for each firmi. for each firmi.

k pk) a pl@ B PB) B P a_ p(a) b._p(b) LR(a) LR(k
Abbott 0.10: 0.43 0.72 0.0¢ -0.08 0.87 0.42 040 06 .74221 .00 035 1.2
Bausch -0.23 0.28 0.52 0.0¢ 1.96 0.60 -1.38 0j01 -55 .0R23: .00: -047 1.1
Baxter 0.38, 0.02, 0.87 0.0 0.77 0.00 -0.66 0j01 1.40 .0098 |. .00 2.81 0.8
Bristol 0.07: 0.69: 0.89 0.0 1.85 0.00 -1.74 0] 0]0] 84 .01111. .00 0.69 1.0
Coca Cola 021 035 0.94 0.0( 0.49 0.35 -0.43 040 -28 .60281 .00 3.41 0.9
Colgate -0.08 0.77. 0.96 0.0¢ 0.22 0.13  -0.15 Oj31 -235 .0453: .00, -2.14 1.8
Cooper 0.09: 0.52. 0.21 0.14 0.83 0.00 0.02 0{94 -.04 .78101. .00 0.12 1.0
Corning 0.67; 0.14. 0.82 0.0 0.64 0.01 -0.52 0f02 3.10 .0071 .00 3.620 0.6
DuPont -0.22| 056, 0.90 0.0( 0.19 0.33  -0.04 0l82 312 0075 .00 -2.16 1.3
Eaton -0.15. 0.53. 0.8C 0.0¢ 0.65 0063 -0.41 0l15 -68 .0617: .00i -0.76 1.2
General Electriq 0.01: 0.96. 0.88 0.0¢ 0.71 0.26  -0.57 0/38 98  .04031. .00 009 1.1
General Motors 259 0.01 0.79 0.0 -0.03 0.65 -0.02 0{73 8.98 .0010 .16 12.44 0.2
Georgia Pacific 0.80; 0.01: 0.69 0.0 0.69 0.G2 -0.46 0{11 1.74 .0085 .00 2.56; 0.7
Gillette 0.02, 096 1.02 0.0( 0.01 058 -0.02 04 6.57 .0024 . .00/ -19.04 1.6
Goodyear 155 0.01. 0.82 0.0¢ 0.01 0.64 -0.03 o1 7.21  .0007 . .07 851 0.1
Hercules 0.79 0.05 0.89 0.0¢ 0.02 0.35 -0.01 o1 6.65 .0008 . .04 7.35 0.0
Ingersoll 0.15: 0.59. 0.85 0.0 0.38 0.38 -0.23 0{57 1.67 .0085 .00 1.000 0.9
IBM 1.18 0.01: 0.86 0.0 0.27 0.38 -0.23 042 4.28 .0069 .00 8.300 0.3
Int. Paper -0.11 . 0.67 0.82 0.0¢ 0.46 0.16  -0.25 046 59 1696 . .00 -061 1.1
Johnson 0.18 0.19 0.88 0.0¢ 0.87 0.3 -0.75 0/05 24 .38161. .00 1.50 1.0
Lilly 0.30: 0.11: 0.93 0.0 -0.08 0.83 0.15 0{69 65 13131, .00 4.02; 0.8
Merck 0.47: 0.01. 0.88 0.0 0.06 0.84 0.04 0{88 1.30 .0007 1. .00 3.88 0.8
Motorola 0.32: 0.15. 0.49 0.0 1.59 0.Q0 -1.08 0fo2 73 .00021. .00 0.62 1.0
Pfizer 0.18° 0.30. 0.94 0.0¢ 0.55 0.01 -0.49 0/03 24 50151. .00 296 0.9
Raytheon 0.24 . 0.20. 0.6C 0.0¢ 1.24 0.0 -0.34 0j01 49 .02011. .00 059 0.9
Rohm 0.01: 0.98: 0.88 0.0 0.69 0.01 -0.55 0{03 1.61 .0087 :. .00 0.05 1.1
Schering 0.26: 0.18 0.96 0.0 0.39 0.25 -0.37 0{23 1.09 .01071 .00 6.72 0.4
Tektronix 0.18: 0.44. 0.81 0.0 0.23 0.52 -0.05 0{89 20 .58031. .00 097, 0.9
UST -0.32 0.19. 0.85 0.0¢ 0.83 0.62 -0.62 Ojos  -100 .0R20° 000 -214 1.3
United Tech. 0.12 0.32 1.0C 0.0¢ 0.01 0.28 -0.01 044 605 .0004 . .70 24.82 0.8
Average 0.33: 0.34. 0.81 0.0 0.55 0.26 -0.38 0{33 1.83 .1489 0 0.03 234 0.9
SD 0.59: 0.29. 0.17 0.02 0.54 0.28 0.46 0§31 2.74 .24 4 0.0.1 6.72 0.4
Long-run estimates of market-to-book relationstagdrl on average of ADL coefficients 1.770.8




Table A2

Cross section ADL and static models: Estimatedfaeiits and inferential statisticg(x) denotes the-
value associated with the estimatéverage (time) and SD (time) are the averagesséauadard deviation

of the cross section coefficient estimates andssitzg over time. Average (firm) and SD (firm) ahe
average and standard deviation of the dynamic agtgrand statistics over the 30 firms.

ADL Static regression
Year Mi =K+ oM + BiBit + BB + U, Miy=a+bBy+ &,
for each yeat for each yeat
k pk) a pl@ B pB) a p@ b p(b)
1955 -0.14 071 1.7 0.po
1956 0.03 0.89 0.94 000 084 0. 0[09 -0.18 0.63| 1.20 0.00
1957 0.18] 036 0.9¢ 000 0.72 0. oj11 012 0.76 | 1.17 0.00
1958 0400 0.02 0.8¢ 000 184 0. 0joo 0.42 029 1.12 0.00
1959 011 0.65 0.9% 000 183 0. 0[02 0.630.15; 1.10 0.00
1960 024 025 1.14 000 0.21 0. 0[55 0.80 0137 1.04 0.00
1961 007 061 0.9% 000 155 0. 0[05 0.81 013 1.07 0.00
1962 032 002 0.8¢ 0.0 0.E0 0. 0[50 0.30 05631 1.12 0.00
1963 007 059 1.02 0.0) 0.3 0. ojo1 0.34 0511 1.3 0.00
1964 0.13 017 0.93 0.0) 0.44 0. 0[18 0.36 046 1 1.14 0.00
1965 028 011 0.8¢ 0.0) 248 0. 0joo 0.87 0.081 1.07 0.00
1966 0.33 021 0.9¢ 0.00 146 0. ojo1 129 002 0.97 0.00
1967 0.60; 0.02 0.9¢ 000 0.9 0. o77 1.64 001 0.95 0.00
1968 022 018 0.8C 0.00  2.00 0. 0jo0 1.62 0.00 | 0.95 0.00
1969 053  0.09 1.27 000 0.9 0. 0jo3 1.330.06, 0.98 0.00
1970 027 016 0.81 000 168 0. 0joo 0.85 020 1.04 0.00
1971 046 011 0.82 000 279 0. 0jo0 125008 0.99 0.00
1972 023 052 0.8¢ 000 241 0. ojo1 0.99 018 1.04 0.00
1973 007 084 1.03 0.00 0.0 0. 0[46 0.94 025 1.00 0.00
1974 021 061 0.8¢ 000 124 0. 0[34 0.58 0.46 0.99 0.00
1975 0.14 046 0.6¢ 000 138 0. ojo1 0.54 0371 1.03 0.00
1976 -0.03  0.85 0.6¢ 000 188 0. 0jo0 0.42 037 1.05 0.00
1977 011 076 1.0¢ 000 176 0. 0j02 0.47 040 1.00 0.00
1978 0.09 0.62 1.0¢ 000 0.36 0. 012 0.47 045 0.99 0.00
1979 058 0.02 0.9¢ 000 0.82 0. ojo1 0.950.16: 0.92 0.00
1980 -0.13 058 0.9¢ 000 239 0. 0jo0 118 0.12° 0.90 0.00
1981 040 013 0.87 000  0.61 0. 0jo4 1.38 005 0.86 0.00
1982 018 0.61 0.81 000 1¢8 0. 0joo 0.81 025 0.96 0.00
1983 054 0.01 0.77 0.0) 1.60 0. 0jo0 1.08 0.08 | 0.94 0.00
1984 001 095 0.9¢ 0.00 0.7 0. o4 0.99 0111 0.94 0.00
1985 0.32 023 1.0 0.00 055 0. 0[02 1.28 0.06 | 0.92 0.00
1986 0.62] 0.02 1.0 0.00 -0.03 0. 0|85 2.09 0.01| 0.84 0.00
1987 022048 1.01 0.00  0.67 0. 0[70 231001 0.80 0.00
1988 021 041 1.0C 000 0.1 0. ol64 791000 0.11 0.05
1989 029 041 1.17 000 0.22 0. 021 4180.00; 0.60 0.00
1990 048 014 1.1¢ 0.00 -0.01 0. o51 632 001 071 0.0q
1991 130 0.00 0.9¢ 000 0.19 0. 0[06 346 001 0.72 0.00
1992 0.33 0.00 0.0% 0.0) 0.8 0. 0[26 328 010 075 0.00
1993 054 021 0.8¢ 0.0) 0.1 0. 0|85 3400.00 0.75 0.00
1994 -0.86 0.01 1.07 0.00  0.67 0. 0[25 222004 088 0.00
1995 021 047 1.1¢ 000 0.2 0. 0[25 2750.02] 0.84 0.00
1996 037 022 1.0z 000 0.23 0. 021 247003 0.89 0.00
1997 034 032 1.0¢ 000 0.4 0. 0[30 192012 0.97 0.00
1998 -0.67 0.08 1.0¢ 000 0.72 0. 0[02 1.08 0.39, 1.09 0.00
1999 0.05 094 0.93 000 053 0. 0[13 177020 0.99 0.00
2000 031 051 1.1% 000 0.28 0. 0[02 1.82 024 0.97 0.00
2001 018 0.68 0.8¢ 0.0) 0.5 0. 0joo 0.81 058 1.07 0.00
2002 0.17 075 1.0C 0.00 0.00 0. 0|62 863 0.00 0.16 0.00
2003 130 0.00 0.87 000 0.2 0. 0[59 8.78 .000 0.17 0.00
2004 0.82 0.00 0.8¢ 0.00 0.G7 0. 0j06 569 0.001 0.53 0.00
Average (time) 012 035 094 0.0 0.87 0.2 opo 1,88 0.18.91 0.00
SD (time) 043 030 0.18 0.0C 0.84 0.2 06 2.05 G.20.24 0.01
Average (firm) 033 0.34 081 0.0¢ 0.55 0.2 033 1.83 0.19.89 0.03
SD (firm) 059 029 0.17 0.03 0.55 0.2 031 2.74 G.24.40 0.13




