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Abstract 

 

Evidence abounds on the propagation of financial stresses originating in the US mortgage 

market to banking systems worldwide through international funding markets. But the 

transmission of this external funding shock to the real economy via bank lending is 

surprisingly under-examined, given the central importance ascribed to this channel of 

contagion by policymakers. This paper provides evidence of this transmission for the UK-

resident banking system, the largest in the world by asset size. It uses a novel dataset, created 

from detailed balance sheet data reported by resident banks quarterly to the Bank of England. 

It finds that the shock to foreign funding during the financial crisis caused a substantial 

pullback in domestic lending. A range of instrumental variables are used to correct for 

endogeneity and omitted variable bias, and the results are robust to various sensitivity tests. 

Resident subsidiaries and branches of foreign-owned banks reduced lending by a larger 

amount than domestically-owned banks, while the latter calibrated the reduction in domestic 

lending more closely to the size of the funding shock.  
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1 Introduction 

 

 

It is widely accepted that globalized banks were central to the process of transmitting 

the financial crisis from country to country, and triggering the Great Recession. 

Contemporary banking systems, especially in advanced economies, are characterised 

by their web of international linkages, with large claims on and liabilities to non-

resident entities. Allen et al (2011) reflect the consensus view when they state that 

“Understanding the role of banks in cross-border finance has become an urgent 

priority....[they] played a leading role in the dynamics of the global crisis of 2007-

2009”. 

 

The importance ascribed to globalized banks arises from a standard, two-part 

narrative that runs roughly as follows. First, stress in the US banking system (and 

others directly exposed to US mortgages and structured products) spread to banks 

worldwide through funding markets, both secured and unsecured. Second, this 

external funding shock to the banking systems of various countries was transmitted 

domestically through a reduction in credit supply. But while there is a substantial 

empirical literature documenting the first step above, direct evidence on the second 

step is relatively slim. This study contributes towards filling that gap. 

 

The literature on the impact of non-monetary shocks on bank lending has a long 

pedigree. Bernanke (1983) provides evidence that the bank runs and defaults that 

occurred during the Great Depression caused a reduction in loan supply, and 

Bernanke and Blinder (1998) model the impact of bank lending on the real economy. 

A number of papers provide evidence on the real impact of external shocks to bank 

liquidity. Peek and Rosengren (1997) show that a shock to Japanese banks‟ liquidity 

(arising from falling Japanese equity prices) led to a reduction in their lending into the 

US economy. Khwaja and Mian (2008) document a fall in loans extended by 

Pakistani banks, in response to an external funding shock (the imposition of capital 

controls in the wake of the country‟s 1998 nuclear tests). Schnabl (2011) finds that the 

liquidity shock to global banks arising from the Russian default in 1998 led to a 

pullback in lending to Peruvian banks, and that Peruvian banks responded by reducing 

domestic credit.   
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That literature certainly suggests that a cutback in credit supply following a shock to 

external sources of bank funding is likely to have been an important channel of 

contagion in the recent crisis. This view is mirrored in the almost universal policy 

consensus that the Great Recession was a bank-led recession, i.e. that the deterioration 

in the real economy was initiated by a tightening of international credit conditions 

rather than vice-versa. In a speech given in April 2010, Jean-Claude Trichet 

summarized the crisis as follows: “Given heightened concerns about counterparty 

risk – which intensified dramatically after the failure of Lehman – cash-rich banks 

proved unwilling to lend to banks needing liquidity. As a result, the global money 

market came close to a total freeze. The ensuing decline in banks’ ability to raise 

funds led to a tightening of credit conditions facing enterprises and households.”
1
 

Similar diagnoses may be found on the lips of other central bankers and policy 

makers. Successive World Economic Outlooks (WEOs) and Global Financial 

Stability Reports (GFSRs) from the IMF have placed the “global credit crunch” at the 

heart of the recession. In the UK, several recent issues of the Bank of England‟s 

Financial Stability Report have emphasised the impairment of bank credit arising 

from the liquidity shock.  

This paper investigates how the shock to banks‟ international funding impacted bank 

credit supply in a large, non-US, advanced economy during the crisis, thereby 

providing direct evidence of the transmission channel discussed above. The UK 

economy provides an ideal testing ground. As a global financial centre, it hosts a large 

and heterogeneous set of banks, some of which are domestically-owned, but many of 

which are branches and subsidiaries of banks headquartered in a range of foreign 

countries. Many of these resident banks have substantial liabilities to non-residents, 

and are therefore particularly subject to contagion from abroad. And indeed, the shock 

to external funding that occurred during this crisis was not just large but 

unprecedented. Chart 1 shows time series from the Bank of International Settlements 

(BIS) on the aggregate external liabilities of all UK-resident banks, both on an 

exchange rate-adjusted basis and an unadjusted basis.
2
 On an adjusted basis, these 

                                                 
1
 Trichet (2010) 

 
2
 The series showing the stock of exchange rate-adjusted external liabilities is generated by adding 

quarterly data on exchange rate-adjusted flows to the initial stock. 
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liabilities fell by 22 percent from their peak in end-March 2008 to end-October 2009 , 

when they started stabilizing again. By way of comparison, the previous largest 6-

quarter fall in external liabilities was only 9 percent, during the ERM crisis in the 

early 1990s.  
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Chart 1: An unprecedented shock to banks' external funding

UK-resident banks' external liabilities

UK-resident banks' external liabilities adjusted for exchange rate changes

 

From a balance sheet perspective, a bank can react to a shock to external liabilities in 

any of three ways, or some combination thereof: (i) it can increase its domestic 

liabilities, that is, borrow more from resident entities, (ii) it can reduce its foreign 

assets, that is, lend less to non-residents, or (iii) it can reduce its domestic claims, that 

is, lend less to residents. The focus of investigation here is whether and to what extent 

banks reacted using option (iii), thereby transmitting the financial contagion to the 

real domestic economy. A novel dataset is employed, created from the confidential 

regulatory returns that every UK-resident bank must file quarterly with the Bank of 

England. These reports contain detailed balance sheet data, providing considerable 

bank-by-bank heterogeneity in both the external liquidity shock and domestic lending. 

Exploiting this heterogeneity enables identification of an effect which would usually 

be difficult to estimate.  
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The aim is to estimate the impact of the change in banks‟ external liabilities during 

the crisis on the change in their domestic lending. OLS is potentially subject to 

endogeneity and omitted variable bias. Identification is therefore sought by 

instrumenting the change in banks‟ external liabilities over the crisis period using 

three variables. These are: (i) a measure of reliance on wholesale funding, viz. the 

share of repos in total external liabilities of a bank at the beginning of the crisis; (ii) 

the share of external liabilities owed to affiliates (as opposed to unaffiliated entities) 

at the beginning of the crisis; and (iii) a measure of banking system stress in the 

country in which the bank is headquartered, using the heterogeneity of LIBOR-OIS 

spreads in different regions of the world. I argue that these instruments are intuitively 

plausible: all three should be indicative of the size of the funding shock—as attested 

by a sizeable literature—while not exercising any independent impact on the response 

variable. Post-estimation tests offer strong support for the validity of the instruments.  

The paper is closely related to Cetorelli and Goldberg (2011), who show how the 

liquidity shock to the banking systems of advanced countries was transmitted to 

emerging economies via a reduction in bank credit. But of course, contagion was not 

restricted to transmission from advanced countries to emerging economies. 

Accordingly, this paper investigates transmission to the real economy of a single 

advanced country arising from a shock to any external source of bank liquidity. 

Because it uses individual bank data, it is able to exploit heterogeneity across banks, 

rather than relying on cross-country differences. 

The study adds to a broader literature on the real impact of the liquidity crisis. 

Ivashina and Scharfstein (2009) document the fall in syndicated bank lending in the 

USA during the crisis, providing evidence that this varied according to a bank‟s 

access to stable deposit funding and according to exposure to drawdowns on existing 

lines of credit. Other studies attempt to identify the impact of the funding shock on 

particular facets of bank lending, such as trade finance (Amiti and Weinstein (2009), 

Chor and Manova (2009)). A different approach involves the use of survey data: for 

example Campello, Graham and Harvey (2010) survey CFOs worldwide to ascertain 

that credit constrained firms planned deeper cuts in employment and investment, drew 

down on existing credit lines more and sold more assets to fund operations. 
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The work here takes as an input the shock to banks‟ international sources of liquidity 

during the financial crisis, a topic on which there is by now a voluminous empirical 

literature.
3
 Gorton and Metrick (2010) trace the genesis of a “run on repo”, i.e. a 

systemic bank run which occurred not through the traditional channel of depositors 

withdrawing their funds, but through the withdrawal of repurchase agreements in the 

vast and global repo market. With minor variations in timing, the pattern was repeated 

in the inter-bank market for unsecured funding (Acharya and Merrouche (2010)).
4
 

Short-term funding in US dollars came under particular stress, as documented by 

McGuire and von Peter (2010) and Coffey, Hrung and Sarkar (2009). 

To preview the main results of the paper, I find that a shock to banks‟ external 

funding was associated with a substantial contraction in domestic lending. This 

impact is robust across all deciles of the conditional distribution of the response 

variable. Foreign subsidiaries and branches reduced lending by a larger amount on 

average than domestically-owned banks, while the latter calibrated the reduction in 

domestic lending more closely to the size of the funding shock. There is little 

evidence that foreign assets buffered domestic lending against shocks to foreign 

liabilities. I also explore the transmission of the external shock to different sub-

components of domestic lending. With the caveat that these sub-samples of the data 

are smaller and noisier, I find evidence that the shock caused a significant cutback in 

lending to businesses, to other banks, and to other financial institutions. But I find no 

evidence for an impact on household lending. This could be because the financial 

crisis led to the unravelling of the securitisation model of household mortgage lending 

and caused banks to take mortgages back onto their balance sheets, a development 

which would tend to increase reported bank lending to households. 

The remainder of the paper proceeds as follows. The next section describes the data 

and estimation strategy. Section 3 provides the main empirical results and section 4 

presents some additional results. Section 5 disaggregates domestic lending by sector. 

Section 6 concludes. 

                                                 
3
 Only a small selection of the literature is described here. Other papers include Eichengreen, Mody, 

Nedeljkovic and Sarno (2009).  A rapidly growing theory literature includes Acharya, Gale and 
Yorulmazer (2009), Brunnermeir and Pederson (2009), Geanakoplos (2009), Dang, Gorton and 
Holmstrom (2010) and Pagano and Volpin (2009). 
 
4
 Runs also occurred in other funding markets, such as asset backed commercial paper and structured 

investment vehicles (Covitz, Lang and Suarez (2009), Carey, Correa and Cotter (2009)). 
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2 Data and estimation strategy 

 

3.1 Data 

 

The UK‟s resident banking sector comprises the domestically-incorporated units of 

UK-owned banks, as well as the subsidiaries and branches of banks headquartered in 

several other countries.
5
 It is the world‟s largest banking sector by asset size. At end-

2009, there were over 300 banks resident in the UK, with total assets amounting to £ 

7.6 trillion, or over 500% of GDP.
6
 While UK-owned banks are on average larger 

than foreign branches and subsidiaries, the latter are more numerous, so that the assets 

of foreign-owned and UK-owned banks are about equal (at 50.5 % and 49.5 % of total 

assets respectively). Of the foreign-owned banks, European banks have the largest 

presence, accounting for 27.2 % of total assets, followed by US banks (7.9 %) and 

Japanese banks (2.4%). There is considerable but not overwhelming concentration in 

assets; thus the top 10 banks account for about 59.8 % of all banking assets.
7
 

As part of the UK‟s regulatory regime, all resident banks must report detailed balance 

sheet data to the Bank of England on a quarterly basis. Data are reported on a 

locational (unconsolidated) basis. Thus the liabilities and assets reported by the 

London subsidiary of, say, a bank headquartered in New York, pertain only to the 

balance sheet of the subsidiary, not the balance sheet of the banking group. 

The main reporting vehicle for balance sheet information is the BT form, which 

disaggregates banks‟ liabilities into 11 broad categories (such as sight deposits, time 

deposits, etc.) and assets into 13 categories (such as cash, bills and commercial paper, 

                                                 
5
 A “foreign subsidiary” is defined for regulatory purposes as a UK-based company in which a foreign 

bank holds more than 50% of the nominal value of the share capital, or in which a foreign bank, while 
holding less than 50% of the share capital, nevertheless controls the composition of the board of 
directors. A “foreign branch” is any permanent establishment (as defined for UK tax purposes) other 
than a foreign subsidiary, which has and habitually exercises the authority to negotiate and conclude 
contracts on behalf of its foreign owner. Subsidiaries are subject to regulation—for example on 
minimum capital requirements—by the Financial Services Authority (FSA), while branches are not. 
See Aiyar, Calomiris and Wieladek (2011) for further discussion of the UK banking industry and 
regulatory differences between institutions. 
 
6
 By way of comparison, US-resident banks at end-2009 had assets of US$ 11.67 trillion, or £ 7.19 

trillion.  
 
7
 This is in contrast to the much greater concentration in the assets of UK-owned banks on a 

consolidated (banking group) basis: the top 10 UK-owned banks account for over 95% of the 
consolidated assets of UK-owned banks.  
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market loans, etc.).
8
 Each category is split into several sub-categories, some of which 

contain information on counterparties. The BE form further disaggregates line items 

from the BT form, focusing particularly on providing more granular counterparty 

data. The CL and CC forms are used to report on, respectively, banks‟ external 

liabilities and assets, i.e. their funding from and their claims on non-residents. 

Using data reported on the BT and BE forms, I construct for each UK-resident bank a 

time-series for claims on households, on businesses, on other banks and on other 

financial institutions (OFIs). The sum of claims on these four sectors is defined as 

domestic lending, which is analyzed in conjunction with data on external liabilities 

from the CL form. Bank mergers are dealt with by creating a synthetic merged series 

for the entire period.
9
 Banks which started or ceased operations during the period 

studied, or which reported no external liabilities, or which stopped reporting external 

liabilities during the period studied, are omitted from the sample.
10

 These adjustments 

yield a sample of 141 banks, of which 17 are UK-owned, 32 are foreign subsidiaries, 

and 92 are foreign branches. These 141 banks accounted for 92.5 % of the assets of all 

UK-resident banks at the beginning of the sample period. 

Table A below shows some summary statistics for the sample. I focus on domestic 

lending and external liabilities, the two main variables of interest. Since there are 

considerable differences by bank type—whether a bank is UK-owned, a subsidiary or 

a branch—reflecting differences in business models, the summary statistics are 

disaggregated accordingly.
11

The stock of domestic lending and external liabilities is 

measured at the beginning of what is called the “shock period”: the period between 

end-Q1 2008 and end-Q3 2009 during which external liabilities collapsed so 

dramatically (see Chart 1 above). Changes in the variables of interest are measured as 

                                                 
8
 All regulatory forms used in this study can be viewed at 

http://www.bankofengland.co.uk/statistics/reporters/defs/defs.htm. 
 
9
 As a robustness check, the main regressions in this paper are repeated using a data sample in which 

merging banks are not combined into a single synthetic series. The results are qualitatively unchanged. 
 
10

 Banks are required to report external liabilities using the CL form only if such liabilities exceed £300 
million, so a bank could cease to report external liabilities within the period of study if such liabilities 
fell below this threshold. 
 
11

 Apart from the differences between locally-owned banks, subsidiaries and branches documented 
here, another significant feature of the UK banking industry is the high degree of concentration in 
lending, especially to the household sector. This is examined in Section 6. 
  

http://www.bankofengland.co.uk/statistics/reporters/defs/defs.htm
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changes over the shock period, and adjusted for exchange rate movements using data 

on currency composition. 

Mean Median S.D. Mean Median S.D.

External liabilities

All banks 2/ 23,593      3,245        65,332      -16.1 -15.7 25.9

UK-owned banks 62,436      3,120        131,069    -13.3 -11.4 27.2

Foreign subsidiaries 6,712        1,438        12,753      -20.3 -20.3 27.9

Foreign branches 22,287      5,082        55,740      -15.1 -16.2 25.0

Domestic lending

All banks 20,434      1,310        69,160      -15.4 -12.6 33.9

UK-owned banks 93,912      6,647        169,303    8.6 10.5 26.0

Foreign subsidiaries 15,515      1,264        41,153      -19.9 -19.6 27.7

Foreign branches 8,568        1,106        24,134      -18.2 -18.3 35.6

External liabilities 

All banks 62.7          67.2          24.3          

UK-owned banks 40.8          37.3          29.3          

Foreign subsidiaries 51.4          55.0          25.1          

Foreign branches 70.6          72.7          18.6          

Domestic lending 

All banks 33.6          29.4          23.6          

UK-owned banks 58.1          57.6          26.5          

Foreign subsidiaries 46.6          41.5          20.5          

Foreign branches 24.5          19.8          18.3          

1/ Measured at end-March 2008

2/ The sample comprises 141 UK-resident banks, of which 17 are UK-owned, 32 are foreign subsidiaries, 

     and 92 are foreign branches.

Stock 1/ % change 

£ millions

% of total assets

Table A: Summary statistics

 

At the beginning of the shock period, UK-resident banks on average had large 

external liabilities as a share of total liabilities. The ratio was highest for foreign 

branches, followed by foreign subsidiaries, but even the UK-owned banks sourced 

more than 40% of their funding from abroad. This pattern was inverted for domestic 

lending, with UK-owned banks having the largest domestic lending as a share of total 

assets, followed by subsidiaries and then branches. But even the foreign branches held 

a substantial fraction of their total assets—about a quarter—in domestic claims. 
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The shock to external liabilities was very large for all bank types. But it was greatest 

for foreign subsidiaries, followed by foreign branches and then UK-owned banks. The 

change in domestic lending was correspondingly large for subsidiaries and branches. 

UK-owned banks, in contrast, actually expanded their domestic loan book on average 

over the shock period (but with much variation within the group). These differences in 

initial conditions, and in the magnitude of the shock, suggest that the response to the 

shock may also have differed by bank type, an issue which is pursued in section 5.1. 

 

3.2 Estimation 

 

The aim is to examine the impact of a change in banks‟ external liabilities on its 

domestic lending over the shock period. Since this is primarily an event study rather 

than an effort to identify long-run relationships that hold in normal times, the 

approach employed here relies on cross-sectional heterogeneity in differenced 

variables.
12

 Focusing on cross-sectional heterogeneity over a well-specified shock 

period has two attractive features in this context. First, it enables the study to abstract 

from the questions of appropriate lag structure that would arise in a panel context. 

Second, collapsing the data circumvents the bias introduced by serial correlation in 

the independent variable (Betrand, Dufflo and Mullainathan (2004)). 

The following baseline specification is used. 

iiiii ZDEMANDXLDL   '21                           (1) 

where i indexes banks; 

DL denotes the change in (log) domestic lending over the shock period; 

XL  denotes the change in (log) external liabilities over the shock period; 

iDEMAND  denotes a bank-specific demand shock; and  

Z is a vector of controls (with a corresponding vector of parameters  ). 

 

                                                 
12

 The empirical design is thus similar to Schnabl‟s (2011) event study of the liquidity shock caused by the 1998 Russian 

default, and its impact on bank lending in Peru. 
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Equation (1) attempts to control for bank-specific demand shocks through the term 

iDEMAND . This is constructed as follows: 





Jj

ijiji TBLsDEMAND  

where j indexes sector and  {Households, Businesses, Other Banks, 

OFIs};  

ijs  denotes bank i‟s claims on sector j as a ratio of its total domestic claims; 

and 

ijTBL  denotes the change in lending by all banks except bank i to sector j. 

DEMAND thus seeks identification of the impact of demand by exploiting the 

heterogeneity of sectoral exposures across banks. For each bank, it uses the sectoral 

exposure pattern of that bank to weight lending growth by all other banks across 

sectors. All other things equal, banks with large exposure to a sector which 

experiences a relatively large fall in demand will see domestic lending fall by more 

than banks with small exposure to that sector: the coefficient on DEMAND should 

pick up this effect. To some extent this proxy for demand conditions may also pick up 

supply-side effects (as would any other proxy for demand, such as value-added in 

each sector, which may determine demand for bank loans but would also reflect loan 

availability). But it will only pick up aggregate supply side effects that affect lending 

by all banks, not supply side effects which are specific to any particular bank. The 

bank-specific heterogeneity in the variable arises from differential exposures across 

sectors. 

Given the origins of the financial crisis in the US mortgage market, it seems plausible 

that XL  is exogenous. But this needs to be established rather than assumed, so that 

estimating equation (1) using OLS is potentially subject to the standard problems of 

omitted variable bias and endogeneity. One or more non-observables might affect 

both the response variable (the change in domestic lending) and the explanatory 

variable of interest (the change in external liabilities). Moreover, given the 

imperfections of the demand control, a relationship between the response and 

conditioning variable could occur, say, because weak demand generates a fall in the 

need for external funding. 
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These issues are addressed by instrumenting the conditioning variable, the change in 

external liabilities over the shock period. Three instruments are used. 

The first instrument is the share of repos—repurchase agreements—in a bank‟s total 

external liabilities, immediately prior to the shock. This is a measure of ex-ante 

reliance on wholesale external funding. As described in the literature review, there is 

ample evidence showing that the funding shock was transmitted through the repo 

market, with the haircut on repos increasing to unprecedented levels in the aftermath 

of the Lehman collapse. Gorton and Metrick (2010) argue that the run on repo was the 

chief distinguishing feature of this financial crisis. Raddatsz (2010) presents cross-

country evidence that banks with more reliance on wholesale funding came under 

greater stress—as measured by returns—following Lehman. So it is plausible that this 

instrument should predict the size of the funding shock in the subsequent period. Both 

the stock nature of the instrument and its time of measurement would suggest that it 

should not itself be affected by the subsequent change in banks‟ domestic lending. 

Moreover, it seems unlikely that it would impact a future change in domestic lending 

except through the funding shock. 

The second instrument is the ex-ante share of external liabilities owed to foreign 

affiliates, i.e. “within firm” borrowing as opposed to borrowing from unaffiliated 

firms. There is substantial evidence that globalised banks with foreign affiliates 

activate internal capital markets in the face of liquidity shocks. A series of papers 

demonstrate that this smoothing of liquidity operates in both directions. Thus Cetorelli 

and Goldberg (2009) show that large US banks absorb liquidity from foreign affiliates 

in the face of domestic shocks, while de Haas and van Lelyveld (2010) show that in a 

financial crisis, foreign subsidiaries rely on liquidity support from parents to smooth 

credit supply.
13

 Therefore it is likely that banks with a larger share of exposure to 

foreign affiliates enjoy relatively greater insulation from external liquidity shocks. As 

with the repo instrument, the share of liabilities to foreign affiliates is measured 

immediately prior to the shock period. 

The third instrument is a measure of banking system stress during the shock in the 

region in which a bank is headquartered. LIBOR-OIS spreads (or local equivalents) 

                                                 
13

 Further evidence on internal capital markets is contained in Campello (2002) and Ashcraft (2008). 
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are used to gauge the level of banking system stress.
14

 All countries which own 

sample banks are grouped into one of nine regions: UK, USA, Eurozone, Switzerland, 

Australia, Canada, Japan, non-Japan Asia and Other. For each rion, a variable is 

constructed containing the difference between the average LIBOR-OIS spread during 

the shock period and the average during the previous 6-quarter period.
15

 As Charts 2 

and 3 below show, while LIBOR-OIS spreads shot up in all regions during the shock, 

there was considerable heterogeneity in the extent of this upward movement, with 

Australian, Canadian and Asian banking systems registering a much smaller mean 

increase than major Western banking systems.  

 

                                                 
14

 An overnight index swap (OIS) is an interest rate swap in which the floating leg is tied to an index of 
overnight rates. The two parties agree to exchange, on a given notional amount, the difference between 
interest accrued on the fixed and floating legs. The fixed rate is a proxy for market expectations of 
future overnight rates, with minimal credit risk (because of the short maturity of the claim).  Therefore 
the spread against LIBOR provides a measure of credit risk in the interbank market. 

15
 Wherever possible, a regional equivalent is used in place of the LIBOR. Thus the EURIBOR is used 

for the Eurozone, the TIBOR for Japan, the SIBOR for Singapore, the HIBOR for Hong Kong, the 
CDOR for Canada and the Bank Bill Swap Reference Rate (BBSW) for Australia, with spreads taken 
over the corresponding overnight index swap (OIS). For the region non-Japan Asia, an average of the 
SIBOR-OIS and HIBOR-OIS spread is used, while for the residual region Other, an unweighted 
average of the spreads for all other regions is used.  
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The LIBOR-OIS spread measures counterparty risk among participating banks.
16

 The 

heterogeneity of counterparty risk among different banking systems during the crisis 

is well documented; see, for example, Genberg, Hui, Wong and Chung (2009) and 

Baba and Packer (2009). The divergence by region in the mean increase of the 

LIBOR-OIS spread provides a measure of this heterogeneity. Other things equal, a 

greater increase in counterparty risk in a particular banking system should be 

associated with a greater withdrawal of interbank liquidity.  

 

 

4 Main Results 

 

Table B presents the results of 2SLS estimation using the instruments described 

above. 

 

 

                                                 
16

 See Taylor and Williams (2008) for evidence that the LIBOR-OIS spread indeed provides a measure 
of counterparty risk among banks. In particular, they refute the hypothesis that the spread also picks-up 
liquidity constraints. 
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1 2 3 4

Dependent variable: ∆DL 2SLS 2SLS 2SLS 2SLS

∆XL .55** 0.59** .65** .60**

0.27 0.25 0.28 0.28

DEMAND .035*** .032***

0.009 0.01

Size controls No No Yes Yes

N 141 141 141 141

Underidentification (H0: Not identified)

K-P Wald rank LM-statistic 10.3 11.83 9.3 10.12

p-value 0.012 0.008 0.02 0.01

Overidentifying restrictions (H0: Instruments uncorrelated with error process)

Sargan chi-squared statistic 0.35 0.17 0.12 0.071

p-value 0.84 0.92 0.94 0.96

Weak instruments (H0: Instruments are weak)

K-P rank Wald F-statistic 10.23 12.46 9.74 10.25

10% critical value (Stock and Yogo) 9.1 9.1 9.1 9.1

(a) Heteroskedasticity-robust standard errors reported below coefficients. *, ** and *** denote 1%, 5% and 10% 

         levels of significance respectively. These conventions apply to all following tables of regression results. Size 

        controls include total bank assets prior to the shock period, and total external liabilities prior to the shock period. 

Table B: Impact of change in external liabilities on change in domestic lending
 (a)

 

Column 2 estimates equation (1). A fall in external liabilities of 1 percent leads to a 

reduction in domestic lending of about 0.6 percent, a substantial impact. Demand 

shocks, proxied by bank-specific sectoral exposures, exert a significant independent 

effect on domestic lending, with the expected sign. If the instruments used are valid, 

including or excluding the demand shock variable should have little impact on the co-

efficient of interest. This is confirmed by column 1, where DEMAND is omitted from 

the specification; the co-efficient on XL  remains significant and of a very similar 

magnitude.  

Columns 3 and 4 introduce two controls relating to the size of the bank‟s balance 

sheet and external operations. The first is total assets immediately prior to the crisis, 

and the second is total external liabilities immediately prior to the crisis. Both 

variables are significant with the expected signs (positive and negative, respectively). 

They are retained as controls for subsequent regressions tabulated in this paper, but 

not individually reported, since they make no significant difference to the estimate of 
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the parameters of interest (as can be seen by comparing columns 3 and 4 with 

columns 1 and 2). 

A comprehensive set of post-estimation tests of instrument validity is reported for 

each regression. The Kleinbergen-Paap rank LM-statistic tests for identification 

(Kleinbergen and Paap (2006)): the null hypothesis that the instruments are 

uncorrelated with the endogenous regressor is strongly rejected. Because three 

instruments are used for a single endogenous regressor, it is possible to conduct 

Sargan-Hansen tests of overidentifying restrictions. Under all specifications above, 

the null hypothesis that the exclusion restriction is valid—i.e. that the instruments are 

uncorrelated with the error term of the structural equation (1)—cannot be rejected. 

Moreover, p-values indicate that the Sargan statistic lies far to the left of the rejection 

zone. Finally, the Kleinberg-Paap rank Wald F-statistic indicates that the instruments 

used are sufficiently strong.
17

 

On the basis of strong support from post-estimation tests and the intuitive appeal of 

the instruments used, I conclude that the impact of the external funding shock on 

banks‟ domestic lending is well identified and substantial. This is the paper‟s central 

result. 

 

                                                 
17

 The Cragg-Donald Wald statistic is more conventionally used to test for weakness of instruments, 
but is invalid under heteroskedasticity-robust standard errors. Critical values are from Stock and Yogo 
(2005). As a further robustness check, I estimate, but do not report, the regressions in Table B using 
limited information maximum likelihood (LIML). Again, the validity of the instruments is strongly 
supported. 
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1 2

Dependent variable: ∆DL 2SLS OLS

∆XL .60** .51***

0.28 0.09

DEMAND .032*** .034***

0.01 0.01

Size controls Yes Yes

N 141 141

R-squared 0.27

Exogeneity of explanatory variable (H0: Variable is exogenous)

Difference-in-Sargan statistic 0.14

p-value 0.71

Table C: 2SLS and OLS

 

 

It is now possible to re-examine whether the external funding shock in equation (1) 

was indeed exogenous, by comparing an OLS estimate with the 2SLS estimate above. 

A comparison of columns 1 and 2 in Table C reveals no significant difference 

between the OLS estimates and the instrumental variables estimates. Provided that the 

instruments used are valid, this suggests that the funding shock was indeed 

exogenous. A formal test of the exogeneity of XL is provided by the Difference-in-

Sargan statistic. This is constructed as the difference of two Sargan-Hansen statistics, 

one in which the suspect regressor is treated as endogenous, and one in which the 

suspect regressor is treated as exogenous. Under the null hypothesis that the regressor 

is actually exogenous, the statistic is distributed as chi-squared with one degree of 

freedom.
18

The null cannot be rejected at conventional levels of significance, and the 

p-value indicates that the statistic lies far to the left of the rejection zone. 

Given the exogeneity of XL , OLS is preferred to the 2SLS estimator since it is more 

efficient. Accordingly, OLS is employed for the remainder of this paper. Before 

exploring various interactions with the funding shock, I check that the estimated 

relationship is robust to outliers, and whether the relationship is driven by particular 

                                                 
18

 The test is a heteroskedasticity-robust variant of a Hausman test, to which it is numerically 
equivalent under homoskedastic errors. 



19 

 

sub-samples of the data. This is an important concern in an economy in which there is 

much concentration of lending among certain banks, a point that is elaborated in 

Section 6, where domestic lending is disaggregated on a sectoral basis. 

1 2

Dependant variable: ∆DL OLS Median Regression

∆XL .51*** .55***

0.09 0.1

DEMAND .034*** .031***

0.01 0.01

Size controls Yes Yes

N 141 141

R-squared 0.27 0.21

Table D: Median impact on change in domestic lending
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Table D compares the OLS specification against a median regression. Since the latter 

attaches less weight to outliers, the close correspondence between the two estimates is 

reassuring. Chart 4 shows point estimates from a family of quantile regressions. 

Although there is some variation in these estimates across different deciles of the 
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conditional distribution of the response variable, all estimates are significant. 

Moreover the 95 percent confidence interval for each decile encompasses the OLS 

estimate. This assuages concerns about influential observations or sub-samples 

driving the results. 

 

5 Some further empirical investigations 

 

5.1 What role is played by institutional structure? 

 

The summary statistics presented earlier showed that foreign-owned banks sourced a 

greater proportion (in the case of foreign branches, a far greater proportion) of their 

funding from abroad than domestically-owned banks. And the shock to their foreign 

funding was proportionately larger than for UK-owned banks. These heterogeneous  

initial conditions suggest that the response to the shock may differ by bank type. In 

addition, there are numerous theoretical reasons why the credit supply response of 

domestically-owned banks faced with a financial crisis or economic downturn may 

differ from the response of a foreign-owned bank (see de Haas and Lelyveld (2006) 

for a summary). Most importantly, foreign-owned banks may not consider lending in 

the host country to be a core business activity to the same extent as credit extension in 

their home country. This may induce them to extend credit on a “transaction-by-

transaction basis” in the host country, implying a more volatile pattern of lending 

relative to a “through-the-cycle” model. Moreover, the differences in institutional 

structure between subsidiaries and branches—independent capitalization, location of 

regulator, legal relationship with the parent bank, etc.—might indicate differential 

responses to a crisis.
19

 And, as noted earlier, in the UK branches rely on external 

funding to a greater extent than subsidiaries and lend less domestically. 

Column 1 of Table E includes a dummy signifying UK-ownership (UOB), as well as 

a term that interacts UK ownership with the change in external liabilities. Being a 

domestically owned bank had a large and significant positive impact on domestic 

lending during the crisis. On the other hand, the positive interaction term suggests a 

sharper pullback in domestic lending in response to a given shock to external 

liabilities for a domestically-owned bank. 

                                                 
19

 Cerutti et al (2007) provide useful stylized facts about the characteristics of subsidiaries and 

branches, together with an analysis of organizational choice.  
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1 2

Dependant variable: ∆DL OLS OLS

∆XL .45*** .83***

0.10 0.12

DEMAND .032*** .033***

0.01 0.01

UOB 25.98***

6.3

SUB -26.8***

6.95

BRN -26.1***

6.92

UOB*∆XL .38**

0.17

SUB*∆XL -.52***

0.17

BRN*∆XL -.32*

0.19

Constant 3.02 29.6***

4.56 6.66

Size controls Yes Yes

N 141 141

R-squared 0.31 0.32

Table E: The impact of bank type

 

 

This result suggests a “head for the exits” impact—a disorderly rush to deleverage—

of the financial crisis on foreign-owned banks. That is, foreign-owned banks reduced 

domestic lending by a large amount irrespective of the size of the actual shock they 

faced to external liabilities. In contrast, domestically-owned banks calibrated the 

change in their domestic lending more closely to the size of the external funding 

shock. 

 

Column 2 replaces the UK-ownership dummy with two dummies signifying whether 

a bank is a foreign subsidiary (SUB) or a foreign branch (BRN), together with 

corresponding interaction terms. This corroborates the “head for the exits” 

phenomenon for both subsidiaries and branches. No evidence is found of substantial 
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differences in response between subsidiaries and branches. It seems that—however 

differently they may respond to lesser liquidity shocks or economic downturns—their 

response was very similar in a financial crisis of this magnitude. 

 

 

5.2  Does FX-denominated domestic lending respond differently? 

 

If foreign liabilities are incurred primarily to support domestic lending in foreign 

exchange (FX), then we might expect an external funding shock to disproportionately 

impact FX-denominated domestic lending. Consistent with this hypothesis, column 1 

of Table F provides some (weak) evidence of a smaller intercept term for FX-

denominated lending. But the effect disappears once the UK-ownership dummy is 

introduced. Branches and subsidiaries are more likely to lend in foreign exchange, but 

the differential impact on domestic lending comes from their institutional structure 

rather than from the currency denomination of their loans. 

1 2

Dependant variable: ∆DL OLS OLS

∆XL .54*** .45**

0.15 0.19

DEMAND .024** .024**

0.011 0.012

Fraction of DL in FX (t=0) -21.5* -16.79

12.77 11.59

(Fraction of DL in FX)*∆XL -0.8 -0.01

0.32 0.31

UOB 23.46***

7.78

UOB*∆XL .41**

0.22

Constant 12.19* 7.68

4.84 5.20

Size controls Yes Yes

N 141 141

R-squared 0.29 0.32

Table F: Lending in FX
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5.3 Do foreign assets buffer the lending response? 

To what extent do foreign assets provide a buffer against a shock to external 

liabilities? In the extreme case, if foreign liabilities were incurred only to fund foreign 

assets and if these assets could be easily liquidated in the face of a funding shock, 

foreign assets could, in principle, completely insulate the domestic economy from the 

shock. This is clearly not the case: as demonstrated by the regressions presented so 

far, the funding shock to banks was transmitted to domestic lending. But is the 

strength of the transmission related to the size of a bank‟s portfolio of foreign assets? 

 

1 2 3

Dependant variable: ∆DL OLS OLS OLS

∆XL .56*** .49*** .39***

0.15 0.10 0.12

DEMAND .033*** .033*** .031***

0.01 0.01 0.01

Foreign assets / Total assets (t=0) -14.72

10.74

(Foreign assets / Total assets)*∆XL -0.11

0.32

Foreign assets / Foreign liabilities (t=0) -6.56** -4.54

3.21 3.2

(Foreign assets / Foreign liabilities)*∆XL -0.003 0.04

0.06 0.06

UOB 24.18***

6.44

UOB*∆XL .41**

0.17

Constant 13.46** 11.98** 6.72

6.59 5.35 5.66

Size controls Yes Yes Yes

N 141 141 141

R-squared 0.28 0.29 0.33

Table G: Are foreign assets a significant buffer?

 
 

 

Column 1 of Table G introduces the ex-ante ratio of foreign assets to total assets as a 

regressor, together with an interaction term. No evidence of a buffering role is found 
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by this measure. But this measure is probably less relevant than the one introduced in 

column 2: the ratio of foreign assets to foreign liabilities (FAFL).  

 

Here, too, the interaction term is insignificant. This may seem surprising, since the 

buffer effect hypothesized above should drive a significant negative co-efficient on 

this term. The explanation probably lies in the countervailing impact of what might be 

called a core business effect. Consider banks whose core business is domestic lending. 

Other things equal, they will have a small ratio of foreign assets to foreign liabilities. 

Faced by an external funding shock, these banks will try to cut back first on foreign 

lending to save core business. This effect would tend to drive a positive interaction 

term. The fact that the interaction term is found here to be close to zero could indicate 

that these effects are cancelling each other out. 

 

Column 2 does indicate a lower intercept for banks with large foreign assets relative 

to foreign liabilities. But this looks very much like the “head for the exits” 

phenomenon identified for branches and subsidiaries. And indeed, column 3 shows 

that when a UK-ownership dummy is included in the regression, the co-efficient on 

FAFL ceases to be significant. Branches and subsidiaries are simply more likely to 

have a large ratio of foreign assets to foreign liabilities than UK-owned banks. 

 

6 Sectoral components of domestic lending 

 

In this section I decompose domestic lending into its constituent parts—lending to 

households, lending to businesses, lending to other banks and lending to other 

financial institutions—and examine separately the impact of the external funding 

shock on each of these. The evidence presented here is subject to several important 

caveats. First, the sample of banks which lends to each particular sector is smaller 

than the full set of banks. Second, and more important, the samples are noisier, 

because of the concentration of lending in each sector. Finally, I cannot control for 

demand using the heterogeneity of sectoral exposures across banks as before, since 

the regressions are now sector-specific. 

 

Table H below illustrates the high degree of concentration in bank lending by sector. 

The bottom line of the first panel shows the number of banks, in each sector, which 
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lend to that sector. The second panel restricts the sample to those banks with claims 

on a particular sector of more than £100 million (measured at the beginning of the 

shock period). The third panel further restricts the sample to those banks with claims 

of more than £500 million, and the fourth panel to banks with claims of over £ 1 

billion. It is evident that while there is concentration in each sector, the degree of 

concentration is by far the highest in the household sector. Banks with individual 

claims of more than £ 1 billion account for over 99 percent of total claims on the 

household sector (compared with a ratio of 96 to 99 percent for the other sectors). 

Moreover, there are only 15 such banks in the household sector (compared with 45 to 

50 banks in the other three sectors). 

 

The first panel therefore contains a large proportion of banks which lend relatively 

trivial amounts (and are therefore subject to large percentage changes in lending). 

This introduces a lot of noise into the sample, and the regression results are 

correspondingly weak. The second, third and fourth panels—in which the sample is 

restricted by increasing levels of minimum sectoral claims—are more interesting. 

They show that the shock to external funding had a substantial impact on lending to 

businesses, to other banks, and to other financial institutions. Moreover, the third and 

fourth panels seem to indicate that the transmission was strongest for lending to OFIs, 

followed by lending to other banks, and then by lending to businesses. I find no 

evidence for an impact on household lending. 

 

Why is there no statistically significant relationship between the shock to external 

liabilities and the change in household lending? One obvious explanation is that, 

because of the high degree of concentration, the sample size in the second, third and 

fourth panels is too small for reliable statistical inference. But there is probably a 

more fundamental factor at work. To the extent that the securitisation model of 

household mortgage lending was unwinding during the shock period—with 

securitized assets held off balance sheet in special purpose vehicles (SPVs) coming 

back onto banks‟ balance sheets— this would appear in the data as an increase in 

lending to the household sector, offsetting the impact of other falls in lending to the 
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sector.
20

 Moreover, to the extent that the SPVs are domestic, and financed their 

purchase of the mortgages through a loan from the originating bank, the unwinding of 

securitisation would also be manifest in the data as a decrease in lending to OFIs, 

potentially exaggerating the relationship between the change in external liabilities and 

the change in domestic lending for the OFI sector. 

 

Another possible explanation for the lack of a statistical impact on household lending 

could be pressure exerted by the government on banks to keep up lending to 

households and businesses. This pressure may have been especially acute on banks 

that were recapitalized by the Treasury or accessed special liquidity facilities (see HM 

Treasury (2008)). However, this explanation is somewhat less promising, because the 

government was keen to see lending maintained to both households and businesses, 

and a statistical impact is found for lending to businesses. 

 

 

 

                                                 
20

 Unfortunately the balance sheet data used in this study do not include information on mortgage 
securitisations, and there does not exist, to the best of my knowledge, any alternative data source with 
bank-specific information on mortgage securitisations on an unconsolidated basis. 

Households Businesses Other Banks OFIs

1 2 3 4

Full sample 

∆XL -66.31 -578 1.13* .50*

58.36 584 0.59 0.29

% of total lending 100 100 100 100

N 122 134 139 130

Sectoral lending > £100 m

∆XL -0.28 .53*** .38* .69***

0.39 0.17 0.28 0.24

% of total lending 99.8 99.8 99.8 99.9

N 27 91 105 73

Sectoral lending > £500 m

∆XL 0.08 .41*** .50* .92***

0.29 0.15 0.29 0.33

% of total lending 99.6 98.4 99.2 98.8

N 19 60 70 47

Sectoral lending > £1000 m

∆XL 0.33 .39** .79*** 1.03***

0.21 0.18 0.27 0.33

% of total lending 99.1 96.5 98.6 96.9

N 15 47 48 40

Sample

Dependent variable: change in lending to sector

Table H: Sectoral regressions
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In view of the high concentration of bank lending in particular sectors, and the 

sensitivity of estimates to different sample restrictions, I also examine a family of 

conditional quantile regressions separately for the business sector, for other banks, 

and for OFIs. Unlike the quantile regressions for domestic lending as a whole, here 

there is considerable variation across deciles. Moreover, a number of decile point 

estimates are insignificant.  

 

 

 

Overall, the evidence seems to indicate a substantial impact of the external funding 

shock on lending to businesses, other banks and OFIs. But the evidence is weaker 

than for domestic lending taken as a whole, and point estimates are subject to 

considerable uncertainty. 

 

7 Conclusion 

 

It is by now widely held that a primary international transmission channel of the 

financial crisis was through a retrenchment of credit by globalised banks facing a 

funding shock. But the literature on this bank lending channel is surprisingly sketchy. 

The UK provides a good testing ground for this channel, because of the size and 

importance of its resident banking sector. The large number of banks operating in the 

UK and their heterogeneity provide an ideal sample for statistical inference.  

1 2 3 4 5 6 7 8 9

Businesses

∆XL 0.02 .51* .65** 0.38 .46** .48*** .53*** .48** .61*

s.e. 0.51 0.29 0.32 0.26 0.18 0.11 0.13 0.22 0.38

Other Banks

∆XL 0.11 0.29 .43** .45** .39*** .52** .50* 0.29 -0.42

s.e. 0.22 0.23 0.18 0.18 0.15 0.21 0.30 0.59 1.1

OFIs

∆XL -0.02 .59** .64* .77*** 1.03** 1.05** 1.14*** 1.19*** 1.15

s.e. 0.39 0.25 0.34 0.29 0.41 0.42 0.39 0.31 0.79

(a) All regressions exclude banks with sectoral claims of less than £100 million prior to the shock.

Decliles of conditional distribution 

Table I: Quantile regressions on components of domestic lending

Dependent variable: change in lending to sector (a)
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This paper has used detailed regulatory bank returns to identify a substantial impact of 

the external funding shock on the provision of domestic bank credit. This includes not 

only direct credit provided to the real economy, but also lending to other banks and 

OFIs, which would be expected to have further knock-on effects on credit provision to 

the real economy. Quantile regressions suggest that the impact identified is robust to 

outliers in the data.  

 

I find evidence of a “head for the exits” phenomenon among foreign-owned banks—

both branches and subsidiaries—relative to UK-owned banks. That is, the typical 

branch or subsidiary cut back on domestic lending to a much larger extent than the 

typical UK-owned bank, irrespective of the size of the shock to external funding. UK-

owned banks, on the other hand, calibrated the credit pullback more closely to the size 

of the funding shock. This is consistent with UK-owned banks regarding lending 

within the UK as a core business activity to a greater extent than branches and 

subsidiaries, and with banks acting to preserve core business. To the extent that we 

can use these results to think about the experience of other countries, this differential 

response by bank type is relevant to the transmission of the global funding shock to 

bank lending in countries with smaller banking sectors, and, in particular, a smaller 

presence of foreign-owned banks. They suggest that while all advanced countries with 

globalised banks should have seen some transmission to their real economies through 

the bank lending channel, the impact would be increasing in the share of foreign-

owned banks. 

 

There is some evidence that FX-denominated lending was cut back more than sterling 

lending, but this is probably because foreign-owned banks are more likely to lend in 

foreign exchange. There is little evidence that foreign assets acted as a significant 

buffer to protect domestic lending against the external funding shock. Any buffering 

role was overwhelmed by the core business effect, by which foreign-owned banks—

which tend to have a relatively large foreign assets-to-foreign liabilities ratio—pulled 

back domestic credit more sharply than UK-owned banks. 

 

The evidence of the impact of the funding shock on lending by sector relies on 

smaller and noisier samples. Nonetheless, a substantial impact is found on lending to 
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businesses, to other banks, and to OFIs. I find no evidence of an impact on lending to 

households, perhaps because of the contemporaneous unwinding of the securitisation 

model of mortgage lending. 

 

Overall, the results lend considerable support to the standard narrative of the global 

financial crisis and the Great Recession. First, stresses spread from banking systems 

with direct exposure to US “toxic assets” to secured and unsecured funding markets. 

This caused a large funding shock to banking systems in various countries, 

irrespective of direct exposure to US assets, as amply documented in the literature. 

Second, banks responded to this shock to the liabilities side of their balance sheet by 

retrenching domestic assets, i.e. reducing lending to resident entities. Thus financial 

contagion was transmitted to the real economy.  
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Abstract

Market prices are thought to contain a lot of useful information. Hence, government regula-

tors (and other economic agents) are often urged to use market prices to guide decisions. An

important issue to consider is the endogeneity of market prices and how they are affected by

the prospect of government intervention. We show that if the government learns from the

price when taking a corrective action, it might reduce the incentives of speculators to trade

on their information, and hence reduce price informativeness. We show that transparency

may reduce trading incentives and price informativeness further. Diametrically opposite

implications hold for the alternative case in which the government’s action amplifies the

effect of underlying fundamentals. We derive implications for the optimal use of market

information and for the government’s incentives to produce its own information.



1 Introduction

Market prices of financial securities contain a great deal of information. As such, they can

provide valuable guidance for government decisions. Consistent with this, existing research

establishes that government actions do indeed reflect market prices.1 Moreover, numerous

policy proposals call for governments to make even more use of market prices, particularly

in the realm of bank supervision.2 Such policy proposals are increasingly prominent in the

wake of the recent economic crisis and the perceived failure of financial regulation prior to

it.3

An important issue to be considered when discussing the use of market prices in govern-

ment policy is that prices are endogenous and their information content might be affected

by government policy. In the recent crisis, government actions were not only perceived to

be reactions to market prices, but expectations about them were often a major driver of

changes in asset prices. For example, market activity in the weeks leading up to the even-

tual announcement of government support for Fannie Mae and Freddie Mac, for Citigroup,

and for General Motors was largely driven by speculation about the government’s behav-

ior. Hence, government actions affect prices, and consequently may also affect the ability

of the government to learn from prices. This may affect the desirability of market-based

intervention.

To study these effects, we consider the process by which information gets aggregated

into the price. Our paper analyzes the effect of market-based government policy on the

trading incentives of speculators and hence on the ability of the financial market to aggregate

speculators’ dispersed information. We derive positive implications for the behavior of prices

and government actions when the government learns from prices, and also implications for

1See Feldman and Schmidt (2003), Krainer and Lopez (2004), Piazzesi (2005), and Furlong and Williams

(2006).
2See, e.g., Evanoff and Wall (2004) and Herring (2004).
3For example, Hart and Zingales (2009) propose a mechanism, by which the government will perform a

stress test on banks whose market price deteriorates below a certain level, in order to evaluate whether there

is a need for intervention. Other recent proposals say that banks should issue contingent capital (i.e., debt

that converts to equity) with market-based conversion triggers (see Flannery (2009), McDonald (2010)).
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how the government should best make use of market information. We distinguish between

corrective government policy — i.e., one that aims to help firms in trouble, for example, by

bailing out struggling banks — and amplifying government policy — for example, shutting

down bad banks — and show that they generate very different implications.

While we focus here on government intervention, some of our results apply more generally

to other contexts in which individuals incorporate information from market prices into their

decisions. Other possible applications include the actions of boards of directors; of providers

of capital; and of managers themselves.

The canonical model of information aggregation was developed by Grossman and Stiglitz

(1980), Hellwig (1980), and Admati (1985). Speculators possess information about the

fundamentals of an asset and trade on it in a market that is subject to noise/liquidity shocks.

In the existing literature, the cash flows produced by the asset are exogenous. However, if

the government (or some other decision-maker) responds to prices, the cash flows are instead

endogenous. We extend the canonical model of information aggregation to account for this.

In addition to the market price, the government observes a private signal of its own. The

government’s intervention can be either corrective or amplifying, depending on its objective.

The informativeness of the price in this model is determined by the trading incentives of

speculators, i.e., the aggressiveness with which they trade on their information.

A key determinant of speculators’ trading behavior is the uncertainty to which they are

exposed. Being risk averse, they trade less when the risk is higher. In the face of such

uncertainty, speculators benefit when the government takes a corrective action based on

information not contained in the price, but correlated with the fundamental. Consequently,

speculators can trade more aggressively on their information, and the equilibrium price is

more informative. However, if the government increases its reliance on market prices as a

source of information, this benefit is lost, and speculators trade less aggressively resulting in

a less informative price. Hence, the government’s use of market prices in its decision on a

corrective action reduces the informational content of prices.
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This result has a couple of implications. First, even though ex post the government

wants to apply Bayes rule to extract information from market prices, from an ex ante per-

spective the government could do better: we show that, for a moderate corrective action, a

government would always want to commit to refrain, to some extent, from fully using market

prices ex post. This increases the informativeness of the price and enables the government

to make better decisions. Such commitment could be achieved, for example, by having

an overconfident policymaker who thinks his information is more precise than it really is.

Second, our model implies that the government’s own information has more value than its

direct effect on the efficiency of the government’s decision. When the government has more

precise information, it relies less on the market price, and this makes the market price more

informative. Hence there are complementarities between the government’s own information

and the market’s information, and so it is not advisable for the government to rely completely

on market information.

Our paper also delivers implications about transparency. Governments are often crit-

icized for not conveying their information or policy goals. The question is whether such

disclosure is desirable when the government tries to learn from the market. In the case of

corrective actions, we show that the type of transparency that is considered matters a lot.

Disclosing the government’s information about the fundamentals reduces trading incentives

and price informativeness, while disclosing the government’s policy goal increases them. The

key distinction is that in the first case the government reveals information about the funda-

mental which is the object that speculators are informed about, and so this decreases their

informational advantage and their trading incentive, while in the second case the dominant

effect is the decrease in uncertainty that pushes speculators to trade more aggressively. This

distinction is new to the literature on transparency.4

4There are recent papers showing that transparency might be welfare reducing, e.g., Morris and Shin

(2002) and Angeletos and Pavan (2007). In these papers, the source for the result is the existence of

coordination motives across economic agents. In contrast, such coordination motives do not exist in our

model, where, conditional on the price (which is observed to all), speculators do not care about what other

speculators do. Importantly, the above-mentioned papers do not explore the implications of transparency

about different types of information, as we do here.
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Importantly, we show that the implications change drastically once we consider the case

of amplifying actions. The key effect here is opposite since the government’s action based

on its information amplifies the uncertainty that speculators are exposed to and decreases

their trading incentives. Hence, when the government relies more on market prices it leads

to an increase in trading incentives and price informativeness. In contrast to the case of

corrective actions, this implies that there is a rationale for the government to commit to

market-based rules rather than act on the basis of its own information.5 Overall, inferring

information from the price is harder in the case of an amplifying action than in the case of

a moderate corrective action.

We conclude the analysis by considering the case where the government learns from

multiple securities, and show that this is not an easy solution to the problem of inferring

information from prices, and in some cases adding more securities actually reduces overall

informativeness. Hence, the problems we identify in this paper are not a result of market

incompleteness.

Our paper adds to a growing literature on the informational feedback from asset prices to

real decisions; see, for example, Fishman and Hagerty (1992), Leland (1992), Khanna, Slezak,

and Bradley (1994), Boot and Thakor (1997), Dow and Gorton (1997), Subrahmanyam and

Titman (1999), Fulghieri and Lukin (2001), Foucault and Gehrig (2008), and Bond and

Eraslan (2010). In particular, it complements papers such as Bernanke andWoodford (1997),

Goldstein and Guembel (2008), Bond, Goldstein and Prescott (2010), Dow, Goldstein and

Guembel (2010), and Lehar, Seppi and Strobl (2010), which analyze distinct mechanisms via

which the use of price information in real decisions might reduce the informational content

of the price.

Relative to these papers, our focus is on the efficiency of aggregation of dispersed infor-

mation by market prices. This topic, which has long been central in economics and finance

(e.g., Hellwig (1980)), has not been analyzed in any of the related papers. For example, in

5Other papers emphasize the commitment aspect associated with market-based rules. See Faure-Grimaud

(2002), Rochet (2004), and Lehar, Seppi, and Strobl (2010).
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Bond, Goldstein and Prescott (2010), the price of any traded asset after a realization of some

underlying state variable  is assumed to equal the expected payoff of the asset conditional

on . In other words, even if information about the state variable  is dispersed across many

investors, the price is assumed to fully and efficiently aggregate this dispersed information.

In this paper we are particularly interested in what is going on inside the black box, i.e., in

how information gets aggregated given the expected government intervention. Moreover,

the model we develop enables very tractable analysis of information aggregation by prices in

the presence of informational feedback to real decisions.

The remainder of the paper is organized as follows. Section 2 describes the model. The

analysis and solution of the model are contained in Section 3. In Section 4, we provide our

main results about the effect of the government’s use of the price on price informativeness

and the implications for the best use of market information. In Section 5, we analyze the

implications of our model for whether the government benefits from transparency. Section

6 provides an extension of the model to consider multiple securities. Section 7 concludes.

All proofs are relegated to an appendix.

2 The model

The canonical model of information aggregation was developed by Grossman and Stiglitz

(1980), Hellwig (1980), and Admati (1985). Speculators possess information about the

fundamentals of an asset and trade on it in a market that is subject to noise/liquidity shocks.

In the existing literature, the cash flows produced by the asset are exogenous. However, if

the government (or some other decision-maker) responds to prices, the cash flows are instead

endogenous. We extend the canonical model of information aggregation to account for this.

In addition to the market price, the government observes a private signal of its own. The

government’s intervention can be either corrective or amplifying, depending on its objective.

The informativeness of the price in this model is determined by the trading incentives of
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speculators, i.e., the aggressiveness with which they trade on their information.

We focus on one firm (a financial institution, for example), whose stock is traded in the

financial market. In  = 0, speculators obtain signals about the cash flow that will be

generated from the firm’s operations, and trade on them. In  = 1, the government, who

learns information about the expected cash flow from the price of the stock, makes a decision

about its intervention. In  = 2, cash flows are realized and speculators get paid.

2.1 Cash flows and government intervention

Absent government intervention, the firm generates a cash flow of . We refer to  as the

fundamental of the firm. It is distributed normally with mean  and standard deviation .

We denote the precision of prior information by   ≡ 1
2


.

The government has the ability to affect firm cash flows. For example, the government

may directly transfer cash to or from a firm; may provide liquidity support in the form of

loans at below-market rates; or may directly intervene in the firm’s management. Regardless

of the type of intervention, we denote by  the change in the firm’s cash flows.

In deciding on  , the government has to weigh the benefit against the cost. We assume

that the government’s benefit is weakly concave in the change in cash flow  . That is,

the incremental benefit from supporting firms diminishes as the support gets larger. In

addition, and crucially, the government’s benefit also depends on the firm’s fundamentals .

For example, the government may have a preference to help firms with poor fundamentals if

doing so reduces socially inefficient liquidation of assets; or it may prefer to help firms with

strong fundamentals if firms with better fundamentals contribute more to social welfare.

For tractability, we assume that the government’s benefit function takes the form

 ( ) ≡ 2
2 + 1 +  +  ()  (1)

where 2, 1 and  are constants, and  is a function. As noted, 2 ≤ 0, while the sign
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of  reflects whether the government prefers to help firms with strong (  0) or weak

(  0) fundamentals.

The cost to the government of changing cash flows by  is given by  ( ), which is a

weakly convex function of  . Again, for tractability we assume that  is quadratic.

Assuming that  and/or  are non-linear in  , and equating marginal benefit to marginal

cost, we can write the change in cash flow  that a fully-informed government would like

to implement as 
³
̂ − 

´
, where  and ̂ are constants.6 In particular, note that  is

positive if the government cares more about helping weak firms (  0) and negative if

the government cares about helping strong firms (  0). We refer to the two cases as

corrective and amplifying actions, respectively. In the first case, the government transfers

cash to firms with fundamentals below a threshold at the expense of firms with fundamentals

above a threshold. In the second case, it does the opposite. In the context of intervention

in the banking sector, corrective actions often come in the form of bailing out weak banks

(while potentially taxing strong banks), whereas amplifying actions can come in the form of

shutting down weak banks (while potentially easing constraints on strong banks).

When the government is not fully-informed, it must base its intervention on its beliefs

about the fundamental . In this case, it intervenes according to the following rule:

 ≡ 
³
̂ − [|]

´
 (2)

where  [|] is the expected cash flow of the firm given the information available to the

government . We will elaborate below on the sources of government information. Note

that the key benefit of the simple functional forms we have adopted for  and  is that the

policy rule is linear in . This helps us maintain the linear solution that is heavily used in

the literature on information aggregation, and thus is important for the tractability of the

model.

6Explicitly, equating marginal cost to marginal benefit gives 22 + 1 +   = 00 (0) + 0 (0), and
hence  =

1−0(0)+ 
00(0)−22 . So,  = −

00(0)−22 and ̂ =
1−0(0)
− .
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2.2 Information and trading

There is a continuum [0 1] of speculators in the financial market with constant absolute risk

aversion (CARA) utility,  () = −−, where  denotes consumption and  is the absolute

risk aversion coefficient. Each speculator  receives a noisy signal about the fundamental:

 =  +  (3)

where the noise term  is independently and identically distributed across speculators. It is

drawn from a normal distribution with mean 0 and standard deviation . We use   ≡ 1
2

to denote the precision of speculators’ signals.

Each speculator chooses a quantity  to trade to maximize his expected utility given his

private signal  and the price  that is set in the market for the firm’s stock:

 (  ) = argmax
̃


£−−̃(+− )|  ¤  (4)

Here, trading a quantity , the speculator will have an overall wealth of  · ( +  −  ),

where +  is the cash flow from the security after intervention, and  is the price paid for

it. The speculator’s information consists of his private signal  and the market price  .

In addition to the informed trading by speculators, there is a noisy supply shock, −,
which is distributed normally with mean 0 and standard deviation . We again use the

notation   ≡ 1
2
. In equilibrium, the market clears and so:

Z
 (  )  = − (5)

The government’s information  consists of two components. First, the government

observes the price  , which provides a noisy signal of the fundamental . Second, the
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government observes a private signal  of the fundamental:

 =  +  (6)

where the noise term  is drawn from a normal distribution with mean 0 and standard

deviation . We use  ≡ 1
2


to denote the precision of the government’s signal. The

government then sets  based on the rule in (2) using its two pieces of information  and

.

3 Analysis

An equilibrium consists of a mapping from signal realizations and the supply shock  to price

 , and individual demands  (  ), such that individual speculators’ demands maximize

utility given  and  (according to (4)) and such that the market clearing condition (5)

holds. In addition, here the government’s choice of  maximizes its objective, given its

signal  and the price  , as in (2).

As is standard in almost all the literature, we focus on linear equilibria in which the

price  is a linear function of the average signal realization–which equals the fundamental

–and the supply shock −.7

Proposition 1 below formally establishes the existence of a linear equilibrium. Before sta-

ting the proposition, we now provide a less formal derivation focusing on the informativeness

of the equilibrium price.

In a linear equilibrium, the price can be written as

 = 0 +  ( + )  (7)

for some parameters 0,  and . In particular,  measures the informativeness of the

7In a linear equilibrium, an individual speculator’s demand is linear in his own signal, as we show below.

Consequently, total speculator demand is a linear function of the average signal realization, which equals .
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price, since the informational content of the price is the same as the linear transformation

1

( − 0) =  + −1. This transformation is an unbiased estimate of the fundamental

with precision 2 , where as one would expect, precision increases in price informativeness

. Intuitively, the price of the security is affected by both changes in the fundamental  and

changes in the noise variable . The informativeness of the price about the fundamental

can be summarized by the ratio between the effect of the fundamental on the price and the

effect of noise on the price.

It is worth highlighting that our measure of informativeness relates to the fundamental

, and not the cash flow  +  (as would be the case in measures of price efficiency). This

is because the government is attempting to learn the fundamental  from the price, and so

the informativeness about  is the relevant object for the government’s ability to take an

appropriate action attempting to maximize its objective.

Given normality of the fundamental  and the supply shock −, the price  is itself

normal. Consequently, given normality of the error term , the government’s posterior of

the fundamental  is normal. Moreover, the government’s estimate of the fundamental is

linear in its own signal,  = + , and in the price  . The government’s estimate of the

fundamental is consequently

 [|  ] = ̄ +

1


( − 0) +  ()  (8)

where ,  and  () are weights that sum to one. In particular,  () is the weight

the government puts on its own signal in estimating the fundamental, which depends on the

information available in the price.8 By the standard application of Bayes’ rule to normal

distributions it is given by:

 () ≡ 

  + 2  + 
 (9)

The weight that the government puts on its own signal is the precision of this signal ()

8Of course, the constants  and  also depend on the price informativeness , but for expositional

ease we do not make this dependence explicit.
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divided by the sum of precisions of the government’s signal, the prior information ( ) and

the signal from the price (2 ). As one would expect, the government puts more weight

on its own signal when it is precise ( is high) and less when the price is informative ( is

high). Given the policy rule (2), the intervention is

 (  ) = ̂ −  () ( + )− 

1


( − 0)− ̄ (10)

Similar to the government, each speculator assigns a normal posterior (conditional on his

own signal  and price  ) to the fundamental . Moreover, from (10), each speculator also

assigns a normal posterior to the size of the intervention  . Consequently, the well known

expression for a CARA individual’s demand for a normally distributed stock applies,

 (  ) =
 [ +  |  ]− 

 [ +  |  ]  (11)

Thus, the amount traded is the difference between the expected value of the security (funda-

mental + intervention) and the price, divided by the variance of the expected value multiplied

by the risk aversion coefficient. Intuitively, speculators want to trade more when they expect

a higher gap between the value of the security and the price, but, due to risk aversion, this

tendency is reduced by the variance in expected security value.

To characterize the equilibrium informativeness of the stock price, consider simultaneous

small shocks of  to the fundamental  and − to . By construction (see (7)), this shock
leaves the price  unchanged. Moreover, the market clearing condition (5) must hold for

all realizations of  and . Consequently,






Z
 (  )  = 
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Substituting in (10) and (11) yields equilibrium price informativeness:

 =
1






 [ +  |  ]
 [ +  |  ] =

1



(1−  ()) 


 [|  ]
(1−  ())

2
 [|  ] + ( ())2 −1

 (12)

Here, the informativeness of the price is essentially determined by how much speculators

trade on their information about . As explained above, this is determined by two fac-

tors: the relation between the information and the value of the asset, which appears in the

numerator, and the variance in the value of the asset, which appears in the denominator.

Regarding the first one, we see in the numerator that a $1 change in the expected fundamen-

tal changes expected value by (1− ), due to the government’s intervention based on its

signal. The variance of the expected value, which appears in the denominator, is a function

of two components: the expected variance due to the fundamental  and the variance of

the noise in government information. The relative importance of these two components is

determined by , the strength of the government’s action, and by , the extent to which the

government relies on its own signal.

Proposition 1 For  ≤ 1, a linear equilibrium exists. Equilibrium price informativeness 
satisfies (12). For any  sufficiently close to 0, there is a unique linear equilibrium.

(All proofs are in the appendix.) Note that the original Grossman-Stiglitz model featured

a unique linear equilibrium. We can see this in our model by assuming that there is no

government intervention, i.e., by setting  = 0. In this case, equation (12) has a unique

solution given by

 =
1






 [|  ]
 [|  ] =

1




+2+

1
+

2+

=
 


 (13)

Moreover, as can be easily verified from the proof of Proposition 1, even with government

intervention, our model would feature a unique equilibrium if the weight  that the govern-

ment puts on its own information was exogenous and unaffected by the price informativeness

. However, due to the effect of the informativeness of the price on the weight that the
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government puts on its information in the intervention decision, our model sometimes ex-

hibits multiple equilibria. This is because, as we see in (12), the informativeness  affects

the weight , which in turn affects , so we have to solve a fixed-point problem, which some-

times has multiple solutions. Economically, as the price informativeness increases, traders

are exposed to less residual risk, which induces them to trade more aggressively resulting in

a more informative price. Indeed, for a large enough corrective action (  0), we can

construct examples where our model has multiple equilibria. Our paper is not the first to

show that the uniqueness of equilibrium in Grossman and Stiglitz (1980) is not robust to ex-

tensions of the model. For example, Ganguli and Yang (2008) show that introducing private

information about the aggregate liquidity shock may lead to multiplicity of equilibria.

Below, we focus on the case where  is small in absolute value, and so multiplicity does

not arise. As we discuss below, the results that we highlight depend on  being sufficiently

small in absolute value. Numerical calculations (see details in Appendix B) suggest that

these results hold for a wide range of values of . For example, for the case of corrective

actions, they hold at least up to a level of  = 30%, and often much higher. This range

seems to us to be both economically meaningful and realistic. That is, in the real world,

government interventions implied by  = 30% correspond to very substantial transfers, and

so those corresponding to significantly higher values of  strike us as much less realistic. For

this reason we focus on these results.

4 Government policy and price informativeness

In this section we study how the government’s decision to use prices as a basis for intervention

affects the informativeness of the equilibrium price and what implications this has for the

best way to use of market prices. For comparison, consider the benchmark case in which

the government completely ignores the price. In this case, the government’s estimate of the
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fundamental is (analogous to (8)),

 [|] = ̃̄ + −

where ̃ is a constant and − is the weight the government puts on its own signal when

it ignores the price,

− ≡ 

  + 


The government’s intervention is then (analogous to (10)),

− () = ̂ − − · ( + )− ̃̄

Equilibrium price informativeness when the government ignores the price is then given by

(12), with the weight that the government puts on it own signal,  (), replaced by − 

 ().

Below, we will analyze how the reliance on market price (which shifts the weight on the

government’s own signal from − to  ()) affects the informativeness . To understand

the results that follow, it is helpful to keep in mind the following three key properties of the

standard model without government intervention, i.e., where  = 0.

Property 1: In the standard model, price informativeness is greater when cash flows

depend less on the fundamental. To see this, suppose that the traded asset pays  instead

of , where  is some constant. From (13), the price informativeness is 

. Hence, when

the importance of the fundamental is lowered, i.e.,   1, price informativeness is increased.

Economically, reducing the importance of the fundamental has two opposite effects. It

reduces the usefulness of a trader’s signal in forecasting cash flows (the numerator in (13)),

which causes traders to trade less aggressively and pushes price informativeness down. It

also reduces the risk to which traders are exposed (the denominator in (13)), which causes

traders to trademore aggressively and pushes price informativeness up. As is clear from (13),
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the second effect is the dominant one, so the net effect is an increase in price informativeness.

Property 2: Any change to the cash flow that is a deterministic function of price has

no effect on price informativeness. To see this, consider again (13), and simply replace 

with  +  ( ), where  is an arbitrary function. It is clear that neither the numerator nor

the denominator is affected. Economically, since the price is common knowledge, traders’

trading decisions, and hence price informativeness, are determined only by the moments of

cash flow after conditioning on the price.

Property 3: In the standard model, price informativeness is unrelated to the tightness

of traders’ priors ( ) about the fundamental . Inspecting (13), we see that changes in

  affect both the usefulness of a trader’s signal in forecasting cash flows (the numerator),

and the the risk to which traders are exposed (the denominator), but the two effects exactly

offset one another.

4.1 The case of corrective actions (  0)

Returning to the case of government intervention, we now explore the effect of the govern-

ment’s usage of the information in the price when taking a corrective action.

4.1.1 Price informativeness

Property 1 described above implies that corrective actions tend to increase price informative-

ness: the corrective nature of the intervention reduces the importance of the fundamental in

determining cash flows. However, this is true only for corrective actions that are based to

some degree on the government’s own signal. If instead the government based its decision

only on the price, Property 2 above implies that price informativeness is the same as with-

out government intervention. Comparing the two cases, the more weight the government

puts on the price the less informative prices become. There is a counter effect, however, as

the reliance of the government on its own signal introduces another source of variance that

speculators are exposed to: the noise in the government’s signal. This reduces speculators’
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incentive to trade and hence price informativeness. Overall, the following proposition shows

that the counter effect is weaker when the corrective action is mild ( is small and positive).

Proposition 2 For mild corrective actions ( small and positive) price informativeness is

reduced when the government uses the price as a basis of policy.

As one can see from (12), if instead  is large and positive, the dominant factor deter-

mining a speculator’s residual uncertainty about + is the government’s error term . In

this case, if the government puts more weight on its own signal  by putting less weight on

the price, it only increases a speculator’s residual uncertainty, and consequently, it reduces

equilibrium price informativeness. As we noted above, however, numerical simulations (see

details in Appendix B) show that this will happen only when  is well above 30%, which we

find unrealistic for most cases.

4.1.2 Excess volatility

A direct implication of Proposition 2 is that in the case of a mild corrective action, the

government’s use of market information increases the excess volatility in stock prices. Excess

volatility is usually defined as the fraction of volatility of prices that is not attributable to

changes in the fundamental . In our framework, given that  = 0 +  ( + ), excess

volatility is given by:

µ
2

−1


22
−1
 + 2

−1


¶12
=

µ
 

2 +  

¶12
 (14)

It is clear from the above expression that excess volatility is negatively related to price

informativeness . This is because when the price provides less precise information about the

fundamental, it is affected more by shifts in noise trading, and this leads to excess volatility.

Hence, when the government uses the information in the price for its decision on a mild

corrective action, it increases excess volatility.
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4.1.3 How should the government use market information?

Proposition 2 characterizes the effect of the use of the information in the price on price

informativeness. We now examine the implications of this result for how the government

should best use market information. It is worth stressing up-front that we stop short of

a full analysis of social welfare. Instead, we take as given the government’s objective (see

page 6), and ask how the government can best meet this objective.

Proposition 2 suggests that the government faces a trade-off. Ex post, using the price

allows it to make a better decision. However, doing so decreases the informativeness of the

price. If the government can ex ante commit to a policy rule, its best policy balances these

two effects.

Formally, the ex post best intervention for the government is given by (10). However,

if the government can commit, this is just one of an infinite number of policy rules the

government might follow. In particular, consider the class of linear policy rules defined by

weights ̃, ̃ and ̃,

̃
³
  ; ̃ ̃  ̃

´
≡ ̂ − ̃ − ̃

1


( − 0)− ̃̄

The government aims to maximize, by choice of weights ̃, ̃ and ̃, its objective:



h

h

³
̃
³
  ; ̃ ̃  ̃

´
 
´
− 

³
̃
³
  ; ̃ ̃  ̃

´´
| 

ii


By construction, for a given price informativeness , the weights  (),  and  maximize


h

³
̃
³
  ; ̃ ̃  ̃

´
 
´
− 

³
̃
³
  ; ̃ ̃  ̃

´´
| 

i

for any realization of  and  . Hence, by the envelope theorem, a small increase in ̃ away

from the ex post Bayes-rule weight  () has an effect only via changes in equilibrium price

informativeness . For mild corrective actions, this effect is positive (this is just a local
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version of Proposition 2), and so a government’s commitment to overweight its own signal

increases the accuracy of its intervention, and hence increases the government’s welfare.

The reason is that ex post overweighting of the government’s signal generates a first-order

improvement of price informativeness, but has only a second-order cost in terms of how

effectively the government makes use of available information.9 Formally:

Proposition 3 Consider a mild corrective action ( small and positive), and let  be the

equilibrium price informativeness if the government uses information in the ex post best way.

Then there exists ̃   () such that the government would do better ex ante by committing

to place weight ̃ on its own signal.

While Proposition 3 implies that the government can gain by committing to overweight

its own signal and underweight the price ex post, it is clear that it should never go to the

extreme of completely ignoring the stock price. This is because the only reason to reduce the

weight on the price is to increase price informativeness, but this is of no use if the government

does not learn from the information in the price at all. In other words, the government

does not care about price informativeness per se; it cares about it only to the extent that

it allows it to make better decisions, and this implies using the information in the price to

some extent.

An important question regarding the result in Proposition 3 is how such commitment

can be implemented. Given that no one sees the government’s signal but the government

itself, how can the government credibly commit to put more weight on its signal than is

ex-post best for it? One way to achieve such commitment is to choose a policymaker who

is overconfident about the precision of his own signal. Such a policymaker will put more

9A related result is developed by Goldstein, Ozdenoren, and Yuan (2010). In their model, the central

bank learns from speculators on the desirability of maintaining a fixed exchange rate regime. This sometimes

leads speculators to coordinate on trading on correlated information, reducing the efficiency of the central

bank’s decision. By putting less weight on market outcomes, the central bank can then reduce the tendency

for coordination and increase efficiency. In contrast, here, there is no issue of coordination and correlated

information. By committing to place lower weight on market information, the government reduces the

exposure of speculators to risk and encourages them to trade more aggressively on their information, making

the price more informative.
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weight on his signal–and less on both the price and his prior–than implied by Bayes’ rule

simply because his bias leads him to think that his signal should receive a larger weight.

Having such a bias is then beneficial ex ante by making prices more informative.

Finally, Proposition 3 also implies that the government can potentially gain by ex post

overweighting both its own signal and the price, at the expense of underweighting its prior

̄. Note, however, that either government overconfidence about the precision of its own

information, or underconfidence about the precision of the price, lead to simultaneously

overweighting own information  and underweighting the price.

4.1.4 The importance of the government’s own information

It is tempting to interpret policy proposals to use market information as implying that

governments do not need to engage in costly collection of information on their own. For

example, in the context of banking supervision, one might imagine that the government

could substantially reduce the number of bank regulators. Our framework enables analysis

of this issue when the usefulness of market information is endogenous and affected by the

government’s use of this information. We find that in the case of a mild corrective action, the

government’s own information exhibits complementarity with the market’s information, as

the informativeness of the price increases when the government has more precise information

and relies less on the price. Hence, the usual argument that market information can easily

replace the government’s own information is incorrect.

Formally, suppose that the precision of the government’s information, , is a choice

variable. What would be the benefits of increasing ? Given that the price aggregates

speculators’ information imperfectly, the government is using both the price and its private

information  when making its intervention decision. Then, an increase in the precision

of its private signal has a direct positive effect on the quality of the government’s overall

information about the fundamental . More interesting, however, is that an increase in

 also has a positive indirect effect, in that more accurate government information leads
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to more informative prices. The logic follows the previous results on the effect of the

government’s use of market information on the quality of this information: An increase in

 increases the weight  that the government puts on its own information, which, in the

case of mild corrective action, increases the equilibrium price informativeness. Hence, the

government should be willing to spend more on producing its own information than the

direct contribution of this information to its decision making would imply.

The result is summarized in the following proposition.10

Proposition 4 For mild corrective actions ( small and positive), an increase in the preci-

sion of the government’s information () increases the informativeness of the price.

4.2 The case of amplifying actions (  0)

So far, we have considered the case of corrective actions. To recap, in the case of a moderate

corrective action, the government reduces price informativeness when it bases interventions

on the market price, as opposed to relying solely on its own information. Consequently, to

maximize its objective, the government would like to commit to (at least slightly) overweight

its own information. Related, the accuracy of its own information () is a complement to

the use of market prices, since it leads naturally to the government placing more weight on

its own information, which increases price informativeness.

The key force driving these results is Property 1 described above: when the fundamental

has a weaker effect on the cash flow from the security, as in the case of corrective actions,

price informativeness is increased, because traders are exposed to less risk and trade more

aggressively. (Recall that, due to Property 2, this occurs only as long as the corrective

action is based to some degree on the government’s private information.) If instead the

10Bond, Goldstein, and Prescott (2010) also note that the government’s own information helps the gov-

ernment make use of market information. However, in that model, the market price perfectly reveals the

expected value of the firm, and the problem is that the expected value does not provide clear guidance as

to the optimal intervention decision. Hence, the government’s information can complement the market

information in enabling the government to figure out the optimal intervention decision. Here, on the other

hand, the fact that the government is more informed encourages speculators to trade more aggressively, and

thus leads the price to reflect the expected value more precisely.
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action is amplifying, Property 1 generates an effect in the opposite direction–traders are

now exposed to more risk and trade less aggressively–and the above results are reversed.

Summarizing:

Proposition 5 Consider an amplifying action   0:

(A) Price informativeness is increased when the government uses the price as a basis of

policy.

(B) There exists ̃   () such that the government would do better by ex ante commit-

ting to place weight ̃ on its own signal.

(C) For || sufficiently small, an increase in the precision of the government’s information
() reduces the informativeness of the price.

Note that in the case of amplifying actions, the distinction between moderate and non-

moderate actions matters less than in the case of corrective actions. The main result in part

(A) holds independently of the size of the amplifying action. This is because the decrease in

exposure to government noise when the government relies more on market price strengthens

the increased incentive to trade and the increase in price informativeness.

An interesting insight stemming from of part (B) of Proposition 5 is that there is a force

that pushes the government towards the adoption of clear (market-based) rules, rather than

acting in a discretionary way based on its own information. The implication is that clear

rules are desirable when the government’s action is amplifying, e.g., when the government

shuts down bad banks, but not when it is corrective, e.g., when the government provides

support to struggling banks.

Finally, it is interesting to consider how price informativeness varies with the intervention

parameter  (recall that  is derived from the objective function of the government). Based

on Property 1, amplifying actions (  0) lead to lower price informativeness than the

benchmark case of no-intervention, whereas mild corrective actions (  0 but not too large)

lead to greater price informativeness than the benchmark (this can also be seen from (12)).
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Consequently, there is a sense in which corrective actions are easier for a government to

implement effectively. The result is summarized in the following proposition.

Proposition 6 Price informativeness is greater in the case of mild corrective actions than

for amplifying actions.

5 Transparency

Governments are often criticized for not being transparent enough about their information

and policy goals. But is government transparency actually desirable when the government

itself is trying to elicit information from the price? Does the release of information by the

government increase or decrease speculators’ incentives to trade on their information? We

analyze these questions for the case where the government is taking a mild corrective action

based on its own information and the information in the price. We find that the results are

very different depending on the type of transparency in question, i.e., transparency about

the government’s information versus about its policy goals.

5.1 Transparency about the government’s information

Proposition 7 summarizes the effect that the government’s disclosure of its signal  has on

the informativeness of the price and consequently on the government’s objective.

Proposition 7 For mild corrective actions, the disclosure of the government’s signal 

reduces equilibrium price informativeness and hence the value of the government’s objective

function.

This result is rather surprising as it implies that the government’s disclosure of its own

information is detrimental. Essentially, the fact that the government reveals its information

reduces the incentive of speculators to trade on their information, resulting in a lower level

of price informativeness. Thus, the government is better off not revealing its information.
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To understand this result, recall from (12) that price informativeness is given by

 =
1






 [ +  |  ]
 [ +  |  ] 

where we have added  to the speculators’ information set to account for the government’s

disclosure of information. Now, given that speculators know the government’s signal, con-

ditional on the price  , they know what the government’s intervention  will be, and so,

given no uncertainty about  ,

 =
1






 [|  ]
 [|  ] =

 




This is lower than the informativeness without transparency, which for mild corrective actions

is approximately 1

1−
1−2  (see (12)).

Economically, transparency reduces speculators’ residual uncertainty about the funda-

mental, but also reduces the extent to which each speculator’s private signal affects his

forecast of this fundamental. These forces have opposite effects on price informativeness

and cancel out with each other. This is essentially Property 3 described above. The result

is then driven by a combination of Property 1 and Property 2. As in Proposition 2, for

moderate corrective actions, speculators like the reduction in uncertainty induced by the

government taking an action that is correlated with their private information (and is not

reflected in the price). This effect is lost when the government reveals its signal, as then

the government’s signal is already reflected in the price, and, conditional on the price, is not

correlated anymore with speculators’ signals.

Finally, note that the net effect is opposite in the case where the government takes an

amplifying action. In this case, revealing the government’s signal increases price informa-

tiveness and improves the value of the government’s objective function.
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5.2 Transparency about the government’s policy goal

Now, suppose that speculators do not know the government’s policy goal. In particular,

they do not know exactly the fundamental threshold ̂, below which the government would

like to inject resources into the firm. Suppose that speculators believe that ̂ is drawn from

some normal distribution. Obviously, the government knows ̂. Proposition 8 summarizes

the effect that the government’s disclosure of its policy goal ̂ has on the informativeness of

the price and consequently on the value of its objective function.

Proposition 8 For mild actions ( sufficiently close to zero),11 the disclosure of the gov-

ernment’s policy goal ̂ increases equilibrium price informativeness and hence the value of

the government’s objective function.

This result captures what is perhaps the usual intuition about transparency and the

reason why it is strongly advocated. The idea is that when the government reveals its

policy goal, it reduces uncertainty for speculators. This encourages them to trade more

aggressively, resulting in higher price informativeness. The government is then better off as

it can make more informed decisions.

For illustration, note that, just like before, the equilibrium price informativeness is given

by the ratio:

1






 [ +  |]
 [ +  |] 

where  denotes the information available to speculators. The intervention  continues to

be given by (10). The only difference from before is that now ̂ may be unknown (depending

on whether the government discloses it or not).

Whether or not the government discloses its policy threshold, the numerator 


 [ +  |]
in the price informativeness expression is unchanged from before. This is because the signal

11The condition that  is sufficiently close to zero is needed only to guarentee equilibrium uniqueness

(see Proposition 1). However, even when there are multiple equilibria, both the minimum and maximum

equilibrium levels of informativeness are higher under transparency about ̂.

24



 does not tell a speculator anything about the government’s policy threshold. In contrast,

the denominator  [ +  |] in case speculators do not know ̂ is

(1− )
2
 [|  ] + ()2 −1 + 2

³
̂
´


As a result, the level of informativeness is higher when the government discloses the policy

goal, as then speculators are exposed to less risk and are willing to trade more aggressively.

Note that this result does not depend on whether the government takes a corrective action

or an amplifying action.

Economically, it matters whether the government discloses information about something

that the speculators have some information about or not. In the first case, when the

government discloses information about the fundamental, this has an ambiguous effect on

speculators’ incentive to trade, as the information both reduces the value of their signal and

the risk they are exposed to. In the second case, when the government discloses information

on its policy goal, the effect on trading incentives is unambiguous, since this only reduces

the risk that speculators are exposed to.

6 Adding Another Security

Our analysis in previous sections assumed that the traded security is a claim on the value of

the firm + . Under the case of a corrective action, we found that the government reduces

the informativeness of the price when it uses the information in the price in its intervention

decision. An interesting question is whether the government can do better when there

are more securities traded in the market, so that the market is closer to completeness.

In particular, suppose that in addition to the traditional security, there is a security that

provides a claim on the fundamental cash flow of the firm . In this section, we analyze

the equilibrium outcomes under the assumption that both a security on  and a security on

 +  are traded.
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The only difference between the version of the model studied in this section and the one

in previous sections is that we now assume that speculators can trade two securities; the

first one is a claim on  +  and the other one is a claim on . In each market, there is

a noisy supply shock: −+ in the market for the  +  security and − in the market

for the  security. Both + and  are distributed normally with mean 0 and standard

deviation  (as before,   ≡ 1
2
). We denote the prices in the two markets + and ,

respectively.

To make our analysis as transparent as possible, we assume that the noise shocks +

and  are independent of each other. While this assumption can be relaxed, it has the

benefit of making the informational content of the price vector particularly easy to describe.

Concretely, the lack of complete correlation between + and  reflects an assumption that

some noise trades are truly random, rather than stemming entirely from hedging motives.

Using the expressions for a CARA individual’s demand for a normally distributed asset

in a framework with multiple assets (see Admati (1985)), a speculator ’s demands for the

two securities, + and , are as follows:

+ ( +  ) =
 () ( [ +  ]− + )−  (  +  ) · ( []− )


¡
 ( +  )  ()−  (  +  )

2
¢  (15)

 ( +  ) =
 ( +  ) ( []− )−  (  +  ) · ( [ +  ]− + )


¡
 ( +  )  ()−  (  +  )

2
¢  (16)

where all the expectation, variance, and covariance terms are conditional on the information

available to speculator : , + , and .

These expressions reveal the complex nature of demands for assets in a framework with

multiple correlated assets. Consider the numerator in each of the two expressions. The

first term in the numerator reflects the speculative motive for trading: An increase in the

expected payoff of the asset relative to its price leads the speculator to increase the quantity
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of the asset that he demands. The second term in the numerator reflects the hedging motive

for trading: If the two assets are positively correlated, an increase in the expected payoff

of the other asset relative to its price leads the speculator to decrease the quantity of the

asset that he demands, as he uses the asset to hedge against his exposure in the other asset.

As we will see, these conflicting motives for trade can severely reduce the informativeness of

price of a given asset, and so the overall effect of adding a security on the informativeness

of the price system might end up being negative.

To analyze the informativeness of the price system, we again focus on linear equilibria of

the form:12

+ = ̄1 + 1 + 11+ + 12 (17)

 = ̄2 + 2 + 21+ + 22

A little manipulation implies that the informational content of observing + and  is the

same as observing the linear transformations:

̃+ ≡
22
2

+−̄1
1

− 12
1

−̄2
2

22
2
− 12

1

=  + −1++  (18)

̃ ≡
11
1

−̄2
2
− 21

2

+−̄1
1

11
1
− 21

2

=  + −1 

where

+ ≡
22
2
− 12

1
22
2

11
1
− 12

1

21
2

 (19)

 ≡
11
1
− 21

2
11
1

22
2
− 21

2

12
1



Similarly to the parameter  in the main model, + and , together, capture here the

informativeness of the price system.

12A formal proof of the existence of a linear equilibrium is available from the authors upon request.
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Extending the logic in our main model, consider simultaneous small shocks of  to the

fundamental , −+  to + , and − to . By construction, these shocks leave the

prices unchanged. Moreover, the market clearing conditions in both markets must hold for

all realizations of , + , and . As a result:

+ =
 () 


 [ +  ]−  (  +  ) · 


 []


¡
 ( +  )  ()−  (  +  )

2
¢  (20)

 =
 ( +  ) 


 []−  (  +  ) · 


 [ +  ]


¡
 ( +  )  ()−  (  +  )

2
¢ 

where again all the expectation, variance, and covariance terms are conditional on the infor-

mation available to a speculator : , + , and .

Now, as in our main model,


³
 ̃+  ̃

´
= − ( + ) +(̃+  ̃) (21)

where (̃+  ̃) is linear in the two price signals. Hence, we get explicit expressions for

the following conditional moments:

 ( +  ) = (1− )
2
 () + ()

2
 () 

 (  +  ) = (1− )  () 




 [ +  ] = (1− )




 [] 

Plugging these expressions in (20), and after some algebra, we get:

+ = 0 (22)

 =




 []

 ()
=

 




So, the overall informativeness of the price system is 

. This is the same level of informa-

tiveness as in a model where the only traded security is a claim on . It is lower (higher)
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than the level of informativeness in a model where the only traded security is a claim on

 +  and the government takes a moderate corrective (amplifying) action.

Intuitively, traders have information about , but not about the noise in the government’s

signal, . Consequently, the trade size in the  +  security is determined entirely by the

trade size in the  security and the price difference between the two securities; but it is

independent of a trader’s information . Given this, the price of the +  security reveals

no information beyond the price of the  security. Hence, the informativeness of the price

system is identical to what it would be if the only traded security was a claim on . Since

under a corrective action, the informativeness is higher with only a + security than with

only a  security (because of the effect discussed earlier, that the government’s corrective

action based on its own information reduces volatility and encourages trading), adding a 

security on top of a + security harms informativeness overall and makes the government

worse off.

Finally, we have also analyzed a model where the two traded securities are a claim on

 +  and a claim on  . In such a model, both securities have a level of informativeness of



. Hence, the comparison with a model with only a + security under a corrective action

yields ambiguous results. On the one hand, adding a  security adds an independent signal,

which improves overall informativeness. On the other hand, it reduces the informativeness

of the  +  security, which reduces informativeness overall.

In summary, adding traded securities might reduce the informativeness of the price sys-

tem, and hence it is not always a solution to the government’s problem of inferring in-

formation from prices. The key complication arises due to conflicting trading motives —

speculation and hedging — that are introduced into the model once there are multiple secu-

rities, which might harm informativeness. We show, via a concrete example, that adding a

security may be bad for the government’s ability to learn from the price and consequently

may reduce the value of its objective function.13 This insight should be considered on top

13For related analysis, see Cao (1999) and Bhattacharya, Reny and Spiegel (1995). Our result is different

than those in both papers: Cao (1995) studies the effect on costly information acquisition, while Bhat-
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of the fact that adding securities is not easy to implement, given that markets have to be

liquid enough and that there should be a reasonable way to verify the payoffs for securities

to be implementable.14

7 Conclusion

Our paper analyzes how market-based government policy affects the trading incentives of

risk-averse speculators in a rational-expectations model of financial markets. We show that

when the government takes a moderate corrective action, basing this action on the market

price creates more trading risks for speculators. This harms their trading incentives, and

hence the ability of the financial market to aggregate information and the informativeness

of the price as a signal for government policy. The opposite happens when the government

takes an amplifying action.

Our analysis shows that the use of market prices as an input for policy might not come

for free and might damage the informational content of market prices themselves. Hence, in

some cases the government would be better off limiting its reliance on market prices and in-

creasing their informational content. Yet, the government always benefits from some reliance

on market prices. Also, and counter to common belief, transparency by the government

might be a bad idea in that it might reduce trading incentives and price informativeness,

leading to a lower value for the government’s objective function.

While we focus in this paper on market-based government policy, our analysis and results

apply more generally for any action that is based on the price. For example, similar effects

will arise if a corporate-governance action — such as replacement of the CEO — is taken by

the board of directors upon a decrease in market valuation. Another example is the idea

of contingent capital that is gaining momentum recently as a potential solution to banking

crises. Financing banks with contingent capital implies that a bank’s debt will be converted

tacharya, Reny and Spiegel’s (1995) analysis is based on the complete breakdown of a trading equilibrium.
14 is likely to be non-verifiable, as it is not the actual cash flow generated by the firm. Instead,  +  is

the actual cash flow, and hence the object that is likely to be verifiable.
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into equity upon reduction in its market value. This is in order to allow banks financing

flexibility when it is most needed. Since such market-based conversion is essentially a

market-based corrective action, our analysis in this paper suggests that it could reduce the

information in the price and hence the efficiency of the conversion trigger.

Our model postulates a quadratic objective function for the government, which proves

to be very useful for tractability and allows us to focus on the interaction between govern-

ment actions and market prices. In future research, it would be interesting to derive the

government’s objective function from first principles, relying on some market friction that

makes government intervention desirable. It would also be interesting to consider non-linear

equilibria where intervention is a discrete event.15 It is a significant challenge to consider

such extensions while maintaining tractability.

Another direction for future research is to consider different motives for market-based

government actions. Our analysis focuses on the informational role of prices, which implies

that relying on prices enables the government to make more efficient decisions. Another

rationale for market-based actions is that they enable the government to commit to take

welfare-improving actions when it has different objectives that might lead it to deviate from

maximizing overall welfare. It would be interesting to understand the feedback loop between

prices and actions in such a model.

Finally, inferring information from prices might be difficult for other reasons than those

highlighted by our paper. In practice, speculators trade on various dimensions of informa-

tion; only some of them are interesting to the government. Hence, it might be hard for the

government to elicit exactly the type of information it desires. Such considerations can be

introduced into our model in future research.

15Bond, Goldstein, and Prescott (2010) analyze such equilibria, but do not consider the process of price

formation, which is our focus here.

31



References

[1] Admati, A. 1985. ANoisy Rational Expectations Equilibrium for Multi-Asset Securities

Markets. Econometrica 53: 629-57.

[2] Angeletos, G. M., and A. Pavan. 2007. Efficient Use of Information and Social Value

of Information. Econometrica 75: 1103-42.

[3] Bernanke, B. S., and M. Woodford. 1997. Inflation Forecasts and Monetary Policy.

Journal of Money, Credit, and Banking 29: 653-84.

[4] Bhattacharya, U., P. Reny, and M. Spiegel. 1995. Destructive Interference in an Im-

perfectly Competitive Multi-Security Market. Journal of Economic Theory 65: 136-70.

[5] Bond, P., and H. Eraslan. 2008. Information-Based Trade. Journal of Economic

Theory forthcoming.

[6] Bond, P., I. Goldstein, and E. S. Prescott. 2010. Market-Based Corrective Actions.

Review of Financial Studies 23: 781-820.

[7] Boot, A., and A. Thakor. 1997. Financial System Architecture. Review of Financial

Studies 10:693-733.

[8] Cao, H. 1999. The Effect of Derivative Assets on Information Acquisition and Price

Behavior in a Rational Expectations Equilibrium. Review of Financial Studies 12: 131-

63.

[9] Dow, J., I. Goldstein, and A. Guembel. 2010. Incentives for Information Production

in Markets where Prices Affect Real Investment. Working Paper.

[10] Dow, J., and G. Gorton. 1997. Stock Market Efficiency and Economic Efficiency: Is

There a Connection? Journal of Finance 52:1087-129.

32



[11] Evanoff, D. D., and L. D. Wall. 2004. Subordinated Debt as Bank Capital: A Proposal

for Regulatory Reform. Federal Reserve Bank of Chicago Economic Perspectives 24:40-

53.

[12] Faure-Grimaud, A. 2002. Using Stock Price Information to Regulate Firms. Review of

Economic Studies 69: 169-90.

[13] Feldman, R., and J. Schmidt. 2003. Supervisory Use of Market Data in the Federal

Reserve System. Working Paper, Federal Reserve Bank of Minneapolis.

[14] Fishman, M., and K. Hagerty. 1992. Insider Trading and the Efficiency of Stock Prices.

RAND Journal of Economics 23:106-22.

[15] Flannery, M. 2009. Stabilizing Large Financial Institutions with Contingent Capital

Certificates. Working Paper.

[16] Foucault, T., and T. Gehrig. 2008. Stock Price Informativeness, Cross-Listing, and

Investment Decisions. Journal of Financial Economics 88:146-68.

[17] Fulghieri, P., and D. Lukin. 2001. Information Production, Dilution Costs, and Op-

timal Security Design. Journal of Financial Economics 61:3-42.

[18] Furlong, F., and R. Williams. 2006. Financial Market Signals and Banking Supervision:

Are Current Practices Consistent with Research Findings? Federal Reserve Bank of San

Francisco Economic Review : 17-29.

[19] Ganguli, J., and L. Yang. 2008. Complementarities, Multiplicity, and Supply Infor-

mation. Journal of the European Economic Association 7: 90-115.

[20] Goldstein, I., and A. Guembel. 2008. Manipulation and the Allocational Role of

Prices. Review of Economic Studies 75:133-64.

[21] Goldstein, I., E. Ozdenoren, and K. Yuan. 2010. Learning and Complementarities in

Speculative Attacks. Review of Economic Studies forthcoming.

33



[22] Grossman, S. J., and J. E. Stiglitz. 1980. On the Impossibility of Informationally

Efficient Markets. American Economic Review 70:393-408.

[23] Hart, O., and L. Zingales. 2009. A New Capital Regulation for Large Financial

Institutions. Working Paper.

[24] Hellwig, M. 1980, “On the Aggregation of Information in Competitive Markets,” Jour-

nal of Economic Theory, 22, 477-98.

[25] Herring, R. J. 2004. The Subordinated Debt Alternative to Basel II. Journal of

Financial Stability 1:137-55.

[26] Khanna, N., S. L. Slezak, and M. Bradley. 1994. Insider Trading, Outside Search,

and Resource Allocation: Why Firms and Society May Disagree on Insider Trading

Restrictions. Review of Financial Studies 7:575-608.

[27] Krainer, J., and J. A. Lopez. 2004. Incorporating Equity Market Information into

Supervisory Monitoring Models. Journal of Money Credit and Banking 36:1043-67.

[28] Lehar, A., D. Seppi, and G. Strobl. 2010. Using Price Information as an Instrument

of Market Discipline in Regulating Bank Risk. Working Paper.

[29] Leland, H. 1992, “Insider Trading: Should it be Prohibited?”, Journal of Political

Economy, 100, 859-87.

[30] McDonald, R. 2010. Contingent Capital with a Dual Price Trigger. Working Paper.

[31] Morris, S., and H. S. Shin. 2002. Social Value of Public Information. American Economic

Review 92: 1521-34.

[32] Piazzesi, M. 2005. Bond Yields and the Federal Reserve. Journal of Political Economy

113:311-44.

34



[33] Rochet, J. C. 2004. Rebalancing the Three Pillars of Basel II. Federal Reserve Bank of

New York Policy Review 10:7-21.

[34] Subrahmanyam, A., and S. Titman. 1999. The Going-Public Decision and the De-

velopment of Financial Markets. Journal of Finance 54:1045-82.

A Appendix

Proof of Proposition 1: We show that it is possible to choose constants 0,  and 

such that  = 0 +  +  is an equilibrium.

Rewriting (8) more explicitly, the government’s estimate of the fundamental, conditional

on the price and its own signal , is

 [|  ] =  ̄ + 2̃ + 

 ()


where ̃ ≡ 1

( − 0) and  () ≡   + 2  +  is the precision of the government’s

estimate of . So the government’s intervention is

 = 

Ãb −  ̄ + 2̃ + 

 ()

!
= 

Ãb −  ̄ + 2̃

 ()
−  ()  −  () 

!


where  () = 
()

is the weight the government puts on its own signal in estimating .

Conditional on seeing signal  and price  , a speculator’s conditional expectation of the

government signal  is

 [|  ] =  [|  ] =  ̄ + 2̃ +  

 ()


where  () ≡   + 2  +   is the precision of the investor’s estimate of . Hence an
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investor’s estimate of the cash flow net of intervention,  +  , is

 [ +  |  ] = 

Ã
̂ −  ̄ + 2̃

 ()

!
+ (1−  ()) [|  ] 

and the precision of his estimate of  +  is

¡
(1−  ())

2
 ()

−1
+ ( ())

2
−1
¢−1



From (11), total demand by all speculators is

Z
 (  )  =

1




³
̂ −  ̄+

2 ̃

()

´
+ (1−  ())  ̄+

2 ̃+

()
− 

(1−  ())
2
 ()

−1
+ ( ())

2
−1



This is a linear expression in the random variables  and . Consequently, market clearing

(5) is satisfied for all  and  if and only if the coefficients on  and  both equal zero (the

price intercept 0 is then chosen to make sure total speculator demand equals supply −),
i.e.,

− 2

 ()
+ (1−  ())

µ
2

 ()
+

 

 ()

¶
−  = 0 (23)

and

−−1 2

 ()
+ −1 (1−  ())

2

 ()
−  +

¡
(1−  ())

2
 ()

−1
+ ( ())

2
−1
¢
= 0

(24)

Subtracting (23) from  times (24) yields

− (1−  ())
 

 ()
+ 

¡
(1−  ())

2
 ()

−1
+ ( ())

2
−1
¢
= 0 (25)

an equation of  only (observe that this matches equation (12) in the main text). Note that

the pair of equations (23) and (24) hold if and only if the pair (23) and (25) hold. So to

complete the proof of equilibrium existence, it suffices to show that there exists  solving
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(25), since  can then be chosen freely to solve (23).

Since (1− )
2
= 1−  −  (1− ), equation (25) can be rewritten as

(−  ) (1−  ())− 
¡
 () (1−  ())− ( ())2 −1  ()

¢
= 0

Defining

 ( ) ≡ 1−  


−  +

22

1− 

 ()




equation (25) is equivalent to

 ( ()) = 0

Note that  () is decreasing in , with  ()  1 for  = 0, and  ()→ 0 as →∞. So
 (  ()) approaches −∞ as  approaches 0, and approaches 1 as →∞. By continuity,
it follows that (25) has a solution, completing the proof of equilibrium existence.

For uniqueness, first note that at  = 0, the unique solution of  ( ()) = 0 is  = 

.

To establish uniqueness for sufficiently small but strictly positive values of , proceed as

follows. Fix ̄ ∈ (0 1); choose  such that  ( ())  0 for all  ≤  and  ∈ £0 ̄¤;
and choose ̄   such that  (  ())  0 for all  ≥  and  ∈ £0 ̄¤ (the existence of
 and ̄ with these properties is easily established). At  = 0, 


 ( ())|= 


 0.

Consequently, there exists some   0 such that for all  ∈ £
0 ̄
¤
, 


 (  ())  0

for all  ∈ ¡

−  


+ 
¢
. So for all  sufficiently small,  ( ()) = 0 has a unique

solution in
¡


−  


+ 
¢
; by uniform convergence has no solution in the compact set£

 

− 
¤ ∪ £ 


+  ̄

¤
; and has no solution below  or above ̄. Finally, a parallel proof

implies uniqueness for the case of  strictly negative and sufficiently close to 0. ¥

Proof of Proposition 2: Let ∗ and − denote equilibrium price informativeness for the

cases in which the government uses the price in an ex post optimal way and in which the

government completely ignores the price, respectively. Let  ( ) be as defined in the

proof of Proposition 1.

We now show that for  positive and sufficiently small, −  ∗. As  approaches 0,
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both − and ∗ approach 

(and moreover, ∗ is uniquely defined by Proposition 1). Fix

  0, and choose ̂ such that if  ∈
³
0 ̂
´
, then both − and 

∗ lie within  of 

. Because

−   (), there exists ̌ ∈
³
0 ̂
´
such that if  ∈ ¡0 ̌¢ then  (  ())   ( − )

for all  within  of 

. Consequently, if  ∈ ¡0 ̌¢ then 0 =  (∗  (∗))   (∗ − ),

which since   0 implies −  ∗.¥

Proof of Proposition 3: From the paragraph prior to the statement of Proposition 3, it

suffices to show that a small increase in ̃ above  () increases equilibrium price informa-

tiveness. Let  () be as defined in the proof of Proposition 1, so that  ( ()) = 0.

Because   0, we must show  ( ())  0. This is indeed the case for all  strictly

positive and sufficiently close to 0, completing the proof. ¥

Proof of Proposition 4: Let  ( ) be as defined in the proof of Proposition 1, so that

equilibrium price informativeness satisfies  ( ()) = 0. Hence 


satisfies

0 =



( (  ()) + 0 () ( ()))

+
 ()


 ( ()) +




 (  ())  (26)

As in the proof of Proposition 3,  ( ())  0 for  strictly positive and sufficiently close

to 0. Moreover,   0, 0 ()  0,
()


 0, and 


 0. Hence 


 0 for  strictly

positive and sufficiently close to 0, completing the proof. ¥

Proof of Proposition 5: Part (A) follows on the proof of Proposition 2: for the case

of   0,   0, and so, 0 =  (∗  (∗))   (∗ − ), which since   0 implies

−  ∗. Similarly, part (B) follows from straightforward adaptation of the analogous

result in Proposition 3. Part (C) also builds on the proof of Proposition 4. Note that

 ( ()) + 0 () (  ()) =
 

2
+ terms in 

 ()


 (  ()) = − ()


+ terms in 2




 (  ()) = terms in 2
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So for   0 sufficiently close to 0, it follows from (26) that 


 0, completing the proof.

¥

Proof of Proposition 6: Given the main text, it is sufficient to formally show that equi-

librium price informativeness is increasing in  for   0 and sufficiently small. Let  ()

be as defined in the proof of Proposition 1, so that equilibrium price informativeness satisfies

 (  ()) = 0. Hence 


satisfies

0 =



( (  ()) + 0 () (  ())) +




 (  ()) 

As in the proof of Proposition 4, we know   0, 0 ()  0; and when  is positive and

sufficiently close to 0,  (  ())  0. Moreover, 

 is negative for  sufficiently close

to zero. Hence 


 0 for  positive and sufficiently close to 0. ¥

Proof of Proposition 7: See the main text following Proposition 7. ¥

Proof of Proposition 8: The equilibrium condition under transparency is (25) (see proof

of Proposition 1). The equilibrium condition without transparency has an additional term

2
³
̂
´
on the lefthand side, but it otherwise identical. The lefthand side of both

conditions is negative for  sufficiently small, and positive for  sufficiently large. Conse-

quently, both the minimum and maximum equilibrium levels of informativeness are higher

under transparency. The equilibrium is unique in both cases when  is sufficiently close to

0 (see Proposition 1), implying the result. ¥

B Additional numerical appendix

As we note in the main text, the effect of government corrective actions on price informa-

tiveness depends on the size of the corrective action. In the main text we focus on the case

in which the corrective action is “mild,” or, more mathematically, “sufficiently small.” We

emphasize in the main text that this does not mean economically small, and refer to numer-

ical simulations that show that corrective actions as large as  = 30% are still sufficiently
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small for all our results to hold. Here, we present the details of these numerical simulations.

B.1 Numerical solution of the model

We start by detailing the numerical solution of the model. As shown in the proof of

Proposition 1, equilibrium price informativeness  solves  (  ()) = 0, where  is as

defined in the proof. Dividing by  () implies that  solves

0 =
1

()

µ
1−  



¶
− +

2

1
()
− 

 
2 +   +  




or equivalently

0 =
1



¡
 

2 +   + 
¢µ
1−  



¶
− + 2

 
2 +   +  

 2 +   +  − 


or equivalently

0 =
¡
 

2 +   +  − 
¢ ¡

 
2 +   + 

¢
(−  )

−
¡
 

2 +   +  − 
¢
+ 2

¡
 

2 +   +  
¢


or equivalently

0 = [ 2
4 +  (2  + (2− ))

2 + (  + )(  + (1− ))](−  )

+[(− 1) 2 − (  + (1− ) ) +  (  +  )]

Rewriting a final time, the equilibrium condition is equivalent to the fifth-degree polynomial

0 =  2
5 −  

2

4 + [2  + (2− ) + (− 1)] 3

−[2  + (2− )]  
2 +− (27)
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where

 = (  + )(  + (1− ))−  (  + (1− ) ) + 2 (  +  )

= (  + (1− ))
2 + 2 (  +  )

 =  (  + )(  + (1− ))

Solutions to (27) can be found using any standard numerical procedure for finding the roots

of polynomials.

B.2 Numerical simulations

The parameters of the model are ,  , ,   and . Note first that the equilibrium con-

dition  (  ()) = 0 is homogeneous of degree zero in the vector of these five parameters.

Consequently, it is sufficient to specify the four ratios 

, 


, 


and 


.

Let  denote the fraction of price fluctuations that are not attributable to changes in the

fundamental , for the case in which government intervention is completely absent. From

the paper,

 =

Ã
 

2
2

+  

!12
=

µ
 2

2 
+ 1

¶−12
=

⎛⎜⎝
³










´2






+ 1

⎞⎟⎠
−12



and so




=

¡
−2 − 1¢ 

³









´2 
Consequently, it is sufficient to specify 


, 


, 

, together with .

We simulate the model for values of  (the fraction of price fluctuations that are not

attributable to changes in the fundamental ) of 10%, 50%, and 90%. Likewise, we simulate

the model for values of   (the ratio of the precisions of an individual speculator’s private

forecast to the government’s) of 10%, 50%, and 90%. In both cases, these ranges more than
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cover what most people would regard as reasonable values of these parameters.

We have much weaker priors for reasonable values of 

and 


. For these parameters,

we simply simulate the model over a fine grid of possible values for both parameters, ranging

from 1100 up to 100.

We simulate the model for each possible combination of these four parameters. For each

combination of parameter values, we check whether the equilibrium is unique, and whether

the derivative  (the function  is as defined in the proof of Proposition 1) is negative at

the equilibrium value of  (this is the condition for which we need  to be sufficiently small

in our analysis).

For values of  up to  = 30%, we find that both conditions are satisfied for all parameter

values in the ranges detailed above. As we note in the main text, a corrective action of

30% is economically large, and indeed is considerably above our prior of the likely scale of

government interventions. Moreover, we also emphasize that both conditions above are also

satisfied for many parameter values even when  is even higher than 30%.
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1. Introduction 

This paper explores the trading incentives of financial institutions induced by the interaction 

between regulatory accounting rules and capital requirements.  The theoretical literature (see, for 

example, Allen and Carletti (2008), Plantin, Sapra and Shin (2008), and Sapra (2008)) argues that 

mark-to-market (MTM), or fair value, accounting leads to the forced selling of assets by financial 

institutions during times of market stress, resulting in a downward spiral of liquidity and prices and 

potential contagion effects for other markets.  In contrast, these authors contend that historical cost 

accounting (HCA) may avoid fire sales and contagion effects.
1
  This paper challenges this view by 

providing new empirical evidence that HCA, along with regulatory capital requirements, induces 

an altered incentive to “gains trade” where, in order to shore up capital, an institution selectively 

sells otherwise unrelated assets with high unrealized gains.  Critically, it is important not to 

consider the accounting treatment in isolation, but rather how the different treatments interact with 

capital regulations (Heaton, Lucas, and McDonald (2010)) to influence financial institutions’ 

trading incentives (Laux and Leuz (2009, 2010)). 

The role of MTM during the recent financial crisis has generated an intense debate.  The 

accounting rules followed by financial institutions may appear to simply be an issue of 

measurement and, in frictionless markets, free of any impact on economic fundamentals.  

However, when markets are illiquid and trading frictions elevated, financial assets may 

temporarily trade at market prices that are well below fundamental values (Duffie (2010), AFA 

Presidential Address).  In such an environment, write-downs (and the associated deterioration of 

financial institutions’ asset values) will lead to an erosion of their capital base, potentially forcing 

the liquidation of some assets.  Allen and Carletti (2008) argue that in such a market environment, 

HCA will avoid fire sales because financial institutions would not suffer from a deterioration of 

their asset valuations in the first place.  Plantin, Sapra and Shin (2008) also argue that MTM 

generates inefficiencies because it injects excessive volatility in prices that naturally degrades their 

information content and leads to sub-optimal decisions by financial institutions.   

HCA may also engender inefficiencies as financial institutions, under HCA, have an 

incentive to engage in selective asset sales aimed at the early realization of earnings (see Laux and 

                                                
1 This is a view that has received support from the banking industry as well.  In a letter to the SEC in September 

2008, the American Bankers Association was of the opinion that, among several factors that led to the financial 

crisis, “one factor that is recognized as having exacerbated these problems is fair value accounting.” 
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Leuz (2009) for a discussion of the gains trading incentive under HCA).  Indeed, Plantin, Sapra 

and Shin (2008) recognize that HCA is not immune to these inefficiencies in normal times.  In this 

paper, we focus on the implications of this trading incentive and its impact on financial 

institutions’ trading behavior during times of market stress.  Below, we argue that it is precisely 

these times that financial institutions have the highest need to realize gains in order to improve 

capital positions.   

We argue that the crucial issue in the debate surrounding the accounting treatment of 

financial assets and its impact on financial institutions during periods of market stress relates to the 

interaction between the accounting regime and the institutional framework, specifically regulatory 

capital requirements.  To focus ideas, consider a financial institution that invested heavily in Asset-

Backed Securities (ABS) in the years leading up to the financial crisis.  The severe downgrades of 

such instruments that occurred during the 2007-2009 period, taking many such holdings from 

investment to speculative grades, significantly affected the regulatory capital of various financial 

institutions holding the downgraded instruments.  An institution affected then faced a stark 

decision: either keep the downgraded instruments and find additional capital elsewhere or sell the 

downgraded instruments to reduce the required regulatory capital.  At the same time, the 

downgraded instruments likely experienced severe price declines.  A crucial input in the 

institution’s decision is the accounting treatment used for the downgraded instruments (as well as 

the accounting treatment for other assets in its portfolio).   

If the downgraded asset is held at market value, the price decline would be automatically 

reflected in the balance sheet, and the loss will flow to the income statement, impairing the 

institution’s capital.  From a purely accounting point of view, the institution will be indifferent 

between keeping the asset on the balance sheet and selling it.  However, considering the regulatory 

capital dimension, selling the downgraded asset has an advantage as swapping a risky asset for 

cash reduces the required regulatory capital. The disadvantage of selling is that trades will take 

place in a market already characterized by severe price declines and illiquidity.  

The situation is different if the asset is held under HCA.  In line with Allen and Carletti 

(2008), the decline in value will not be recognized in the balance sheet, but crucially, the 

institution still has to act because its regulatory capital would have increased as a result of the 

downgrade.  Holding the asset has the advantage of limiting the unfavorable price impact, but 

additional capital needs to be raised.  It is precisely in this situation that the incentive for gains 
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trading arises.  The institution may sell other existing assets that have not been downgraded to 

shore up its capital position.  Importantly, the institution faces an altered incentive to do so by 

selectively selling those assets that are held under HCA and have the largest unrealized gains.  By 

selling such assets, these unrealized gains can be recognized and flow to its capital.  

The question then becomes whether such selective selling engenders significant price 

pressure in the selected assets with high unrealized gains.  If so, one can conclude that HCA – 

precisely because of the interaction between accounting and capital regulations – does not 

completely avoid illiquidity spillovers.  

We investigate this gains trading mechanism during times of market stress, by examining 

the behavior of 1,882 insurance companies following severe downgrades within the ABS market.  

Most importantly, we exploit the different accounting treatments used in determining the required 

capital for holding speculative-grade assets, under the National Association of Insurance 

Commissioners (NAIC)’s model law, for life and for property and casualty (P&C) insurance 

companies. In the case of an ABS downgraded from investment to non-investment grade, P&C 

insurers have to immediately recognize the value of the ABS as the lower between the amortized 

value (based on HCA) and the market price (or model price, in case no market price is available).  

On the other hand, life insurers can continue to hold the downgraded ABS under HCA except in 

the extreme case when it is classified as ‘in or near default’ (Class 6).
2
  Given these distinctions in 

accounting treatment and the NAIC’s security-level data, the insurance industry presents an 

interesting laboratory to explore the interplay between accounting and regulatory capital 

requirements for financial institutions.  

We construct a dataset of 34,957 downgrades of non-agency ABS to speculative-grade by 

S&P over the period 2005-2010 using S&P’s Ratings IQuery.  We combine information on these 

securities with firm-level observations, provided by the NAIC, on insurance companies’ holdings 

of and transactions in individual ABS and corporate bonds.  Further, for each ABS and corporate 

bond position, insurance companies provide both fair and book values to the NAIC.  We obtain 

data on the financial position and strength of each insurance company from the Street.com.  

As of 2007, life and P&C insurance companies held roughly the same amount of non-

agency ABS as a percentage of their total bond portfolio (around 5-7%).  During the financial 

                                                
2 To put the definitions of the asset classes in perspective, a “Class 5” security is one that corresponds to a CCC/Caa 

credit rating; even in such cases life insurers can continue to hold the asset at HCA while P&C insurers have to 

recognize the market price if the price falls below the amortized value. 
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crisis, the downgrades of some of these ABS instruments were severe, with the majority of 

downgraded securities falling to speculative grade.
3
  We find confirmation that the different 

accounting treatment between life and P&C insurers is triggered when such downgrades occur.  

For example, from 2004 to 2006, both life and P&C insurance companies hold around 5% of their 

non-agency ABS positions at market values.  In 2008, almost 20% (5%) of the holdings of P&C 

(life) are held at market values.  Given that the exposure of both types of insurers to downgraded 

ABS is very similar, this evidence provides confirmation of the different accounting regulations 

across the two groups.  Further, the actual capital of life companies, due to HCA, is much less 

affected by the downgrades than the capital of P&C firms (-6% vs. -13% from 2007 to 2008).  For 

both groups, however, the regulatory capital requirement increased. The question is then how the 

different accounting treatments influence the incentives of life and P&C firms to respond to this 

increase in their required regulatory capital.    

Several key empirical results deserve attention. First, during the crisis, we find clear 

evidence that life firms largely keep the downgraded ABS in their balance sheet and instead 

engage in gains trading by selectively selling corporate bonds.  In sharp contrast, P&C firms 

disproportionately sell their downgraded ABS holdings (35% more likely than life firms).  While 

the selling of the downgraded ABS may take place at fire-sales prices, from an accounting point of 

view, P&C insurers, having already booked the loss, would be indifferent between holding the 

asset at the lower value and selling it.  Selling the asset has an important advantage from the 

regulatory capital point of view, as a risky asset will be exchanged for cash thus reducing the 

capital requirement. 

Second, we find that life insurers disproportionately sell the otherwise unrelated corporate 

bonds that have the highest unrealized gains.  Because corporate bonds are also held at historical 

cost, it is only by the sale transaction that these unrealized gains can be recognized.  Following this 

course of action, life insurers achieved two important objectives: (1) reduce their regulatory capital 

(exchanging a risky asset for cash) and (2) realize the gain that arises from the HCA treatment.  

Most importantly, we find that this trading behavior is disproportionately conducted by life 

insurers that have (a) large exposures to downgraded ABS booked at HCA, and (b) low risk-based 

capital ratios. Among these insurers, the probability of selling corporate bonds with the highest 

                                                
3 For example, out of the 808 ABS held by insurance companies that were downgraded to BB status, 386 were 

previously rated in the top three credit rating classes, with 299 coming straight from the highest AAA rating class. 
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unrealized gains increases by more than 50% over the normal selling probabilities.
4
  These results 

are obtained after controlling for standard insurance company and bond characteristics.  

Finally, we consider whether the gains trading engaged in by life insurers leads to price 

pressure in the corporate bond market.  If a large number of insurance companies attempt to sell 

corporate bonds with the largest unrealized gains in a market that is notoriously illiquid, then we 

should expect significant price pressures.  We find that the price at which insurers with the highest 

pressure sell their bonds is significantly lower than the median price of the same bond during the 

week of this trade.  Further, we also find that the corporate bonds disproportionately targeted by 

insurers facing the highest propensity to gains trade statistically and economically underperform 

otherwise similar bonds.  The quarterly return is 0.7-1.7% lower as we move from the 25
th

 to 75
th
 

percentiles of aggregated gains-trading propensity.  No such price impacts are experienced for the 

corporate bonds selling by P&C insurers. 

Overall, these results show that the interactions between accounting treatment, especially 

HCA, with capital regulations can create unintended consequences where spillover effects and fire 

sales are not entirely avoided.  HCA, through the incentive it creates for gains trading, can still 

engender price distortions during market stress for bonds that are completely unrelated to the 

original downgraded securities.  Thus, using the terminology in Plantin et al. (2008) “in such an 

environment, prices drive measurement, but measurements have an impact on pricing.” The results 

for life insurers are of particular importance to banking institutions since life insurers, in contrast 

to P&C, have asset and liability structures that resemble those of banks.  

Our paper is related to several strands of the literature. We contribute to the growing 

literature exploring the trading decisions made by institutional investors when faced with a 

financial shock (for example, Anand et al. (2010), Boyson et al. (2011), Manconi et al. (2011), 

Hau and Lai (2011), among others).  To the best of our knowledge, we are the first to empirically 

demonstrate the importance of the interaction between accounting and capital regulations on the 

decisions made by institutional investors and the spillover effects that may occur.  One unintended 

consequence of such an interaction, which we focus on in this paper, is the incentive for gains 

trading; Beatty, Chamberlain, and Magliolo (1995), Hirst and Hopkins (1998), Hirst et al. (2004), 

Kashyap and Stein (2000), Lee et al. (2006), among others, also explore the gains trading (what 

                                                
4 The marginal selling probability is calculated by comparing the selling probability between the corporate bonds at 

the 75th percentile of unrealized gains and the bonds at the 25th percentile. 
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these articles refer to as the ‘cherry picking’) phenomenon.  In contrast to these earlier efforts, we 

show that gains trading behavior takes place during periods of market stress and has significant 

price impacts.  Furthermore, we are the first to document such trading behavior at the security-

level, rather than inferring trading behavior from aggregated data at the institution-level.  Finally, 

our results also contribute to the debate on the choice of accounting system, historical cost vs. 

marking to market, used in regulating financial institutions.
5
  The literature (mostly theory) 

suggests that during a financial crisis, marking to market may cause distress selling and financial 

instability (Allen and Carletti (2008), Plantin et al. (2008), and Wallison (2008)).
6
  We provide 

evidence in support of Laux and Leuz (2009, 2010)’s conjecture that historical cost accounting is 

not a panacea either.  Historical cost accounting leads to banks’ selling of unrelated assets to 

realize gains, essentially transmitting the shocks from one market to others.  

Last, although it is entirely outside the scope of this paper to explore the welfare 

comparison between HCA and fair value accounting, especially as this relates to the interaction 

with capital regulation, we acknowledge that HCA may have a positive net effect if it helps 

alleviate aggregate market inefficiency and capital misallocation.  Yet, this is not to say that 

adopting HCA at times of crisis is a panacea for financial institutions.
7
 The evidence presented in 

this paper suggests that the contentious debate about accounting choices cannot exclusively focus 

on the accounting treatment in isolation but rather has to consider the interaction with the 

institutional framework in which it is being employed. 

The remainder of the paper is organized as follows. Section 2 discusses the sample 

construction and describes the summary statistics of the data.  Section 3 presents our main 

empirical analysis and discusses the results.  Section 4 concludes. 

 

2. The Data 

2.1 Sample Construction 

We combine three sets of data in our analysis: information on insurance companies, ABS securities 

and their rating changes, and corporate bonds and their trade prices.  We discuss in detail how we 

                                                
5 See Goh et al. (2009) for a general analysis of the determinants of accounting choice and the effects of fair value 

disclosure on firms’ information environment.  See also Eccher, Ramesh, and Thiagarajan (1996), Penman (2007), 

Petroni and Wahlen (1995), and Wyatt (1991). 
6 See Veron (2008) for an opposing view. 
7
 Plantin et al. (2008) refer to such welfare comparisons in their conclusions. 
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assemble the three sets of data below. Our sample period is from 2004 to 2010. This period covers 

the financial crisis of 2007-2009 and also a non-crisis period that we shall use for comparison.  

Specifically, we define our crisis period as 2007 Q3 – 2009 Q4, as virtually all significant 

downgrades of ABS happen during this period. 

Our primary data on insurance companies’ transactions and year-end positions are from the 

National Association of Insurance Commissioners (NAIC).
8
  The NAIC data provide year-end 

holdings of invested securities for each insurance firm and detailed transaction information on 

every trade.  Both the position and transaction data provide the identities of the insurance firms and 

the relevant securities (e.g., 9-digit CUSIP).  We merge the year-end position data with transaction 

data to infer quarter-end positions.  Finally, the NAIC data provide detailed information about the 

book or adjusted carrying value and fair value of each position held by each insurance company at 

year-end.  We employ this information to infer whether an insurance company holds its ABS and 

corporate bonds at historical cost or at fair value. 

The financial information on each insurance firm is from the Street.com, which provides 

financial strength ratings.  From this source, we obtain annual firm characteristics, such as size, 

‘capital and surplus’, and the risk-based capital (RBC) ratio used for capital regulation.  While our 

Street.com data end in 2007, we use the 2007 to infer subsequent values since these characteristics 

do not vary much over time.  We eliminate small insurers with investment assets less than $13 

million (the bottom 1%) and/or with an RBC ratio either below 2 or above 20 to avoid any bias 

from small or abnormal firms.
9
  We also delete all AIG’s affiliated insurers and 32 others that 

provide financial insurance and guarantees for bonds, such as credit default swaps and municipal 

finance, as these firms were affected by the downgrade of ABS securities through a different 

channel.
10

  Our final sample of insurance firms consists of 13,281 firm-years representing 2,381 

firms, among which 709 are life insurers and 1,672 P&C firms.  

Our data on ABS ratings are from S&P’s Ratings IQuery.  We extract all the data in the 

structured credit subsector in Ratings IQuery, which comprehensively covers initial ratings and 

histories for all securitized issues rated by S&P from 1991 to 2010.  The database records issue 

                                                
8
 Further details of the NAIC data can be found in Ellul, Jotikasthira, and Lundblad (2011).  

9 Small insurance firms do not have many trading choices.  Insurance firms with larger RBC ratios are considered 
better capitalized.  Firms with RBC ratios below two are subject to supervisory intervention.  Firms with RBC ratios 

above 20 are unusual and may behave differently from the average. 
10 We identify bond insurers from Ratings IQuery, which reports financial insurance providers in securitized issues. 

In addition to AIG, we also exclude Ambac Assurance Corp, MBIA Insurance Corp, Financial Guaranty Insurance 

Co., etc.  
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and tranche identity (9-digit CUSIP), gross principle, class, maturity, collateral type, rating, and 

rating date.  With this dataset, we identify 127,719 ABS securities in 13,430 issues.
11

  Among all 

the ABS securities rated by S&P, 65% are mortgage-backed securities, 20% are collateralized debt 

obligations, and 15% are asset-backed securities backed by consumer loans.  We use the list of 9-

digit CUSIP of ABS in the rating dataset to identify holdings of ABS by insurers.  Over our sample 

period, 24,452 unique CUSIPs in the portfolios of insurance firms are identified as ABS. The 

ratings and ratings dates are then used to generate the list of significant ratings downgrades. 

The data on corporate bond characteristics and trading are obtained from Mergent Fixed 

Income Securities Database (FISD) and TRACE.  We merge the FISD data with the position and 

transaction data of insurance firms to identify the corporate bonds being held and transacted as 

well as the bond characteristics, such as issue size, age, maturity, rating downgrades, and 

bankruptcy.  When we identify downgrades of corporate bonds, we use S&P’s ratings whenever 

they are available, to be consistent with our data source of ABS ratings.  When S&P’s ratings are 

missing, we use the ratings from Moody’s (or Fitch if Moody’s ratings are not available). Data on 

bond market transaction prices and size are from TRACE, which covers over-the-counter corporate 

bond market transactions for both investment and speculative grade bonds since 2004. We use the 

9-digit CUSIP to merge bonds in FISD and in TRACE. 

 

2.2 Insurance Firms and Their ABS Exposure 

Table 1 shows summary statistics on several key financial variables for our sample firms at the end 

of 2007.  A detailed description of the variables can be found in Appendix A. 

 

[Insert Table 1 here] 

 

At the end of 2007, we have complete financial information for 1,344 P&C companies and 538 life 

companies in the sample. Life firms are larger than P&C firms.  Invested assets are $4.7 billion, on 

average, (median of $393 million) for life firms and $829 million, on average, (median of $119 

million) for P&C firms.  The average ‘capital and surplus’ is also larger for life firms at $476 

                                                
11 According to SEC (2011), S&P ratings are outstanding for a total of 117,900 ABS securities as of year-end 2010.  

Note that ABS securities, particularly mortgage-backed securities tend to have long maturities, suggesting that most 

of the securities in our sample may still exist by year-end 2010.  In addition, the majority of the ABS securities were 

issued after 2000 when this market grew substantially.  According the SEC report, S&P rated the largest number of 

ABS among all rating agencies.  The number of S&P’s ratings is greater than Moody’s 101,546 outstanding ratings. 
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million (median of $66 million), compared to $384 million (median of $53 million) for P&C firms.  

In addition, life firms, similar to banks, operate at much higher leverage than P&C firms.  Return 

on equity is at similar levels for the two types of firms. 

 The capital positions of life and P&C firms are also similar. We use the NAIC risk-based 

capital ratio (RBC ratio) to measure capitalization.  The RBC ratio is the ratio of total adjusted 

capital to NAIC risk-based capital (RBC), which is the minimum capital under current regulation 

that an insurance company must maintain given the inherent risks in its operations.  It is calculated 

based on the NAIC’s formula which reflects a risk assessment of different asset classes and 

businesses.  Risky assets are weighted more heavily in computing RBC, and higher RBC ratios 

reflect better capitalization.  Insurance companies with RBC ratios below 2 are considered under-

capitalized and subject to supervisory interventions.  The average life and P&C firms in our 

sample have RBC ratios of 8.8 and 8.3, respectively.  We use the RBC ratio to capture the 

regulatory constrains that insurance firms may face when their fixed income holdings are 

downgraded, as downgrades can lead to higher weights assigned on the same assets and hence a 

lower RBC ratio.  

 Insurance companies heavily invest in investment-grade bonds, representing 57-60% of 

their portfolios, on average.  The Street.com creates a series of indices to measure insurance 

companies’ liquidity, profitability, and other aspects of their financial conditions.  Life and P&C 

firms are, on average, not systematically different in terms of the Street.com’s assessment of 

profitability and liquidity.  Overall, as insurance firms heavily invest in bonds, their trading 

behavior in this asset class is interesting to analyze. 

 To see the exposure of the insurance firms to ABS, we report their holdings of ABS over 

the period 2004-2010 in Table 2.  

 

[Insert Table 2 here] 

 

Life firms have greater exposures to ABS when compared to P&C firms.  Based on the left two 

columns, about 79% (60%) of life (P&C) firms hold ABS.  These percentages decline for P&C 

firms over the crisis period.  In the other columns, we report the number and total values of ABS in 

each year across the firms that hold any ABS.  Three features of the data are notable.  First, 

insurance firms’ portfolio exposures to ABS were quite large during the crisis.  For example, life 
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firms held, on average, 65-68 ABS during 2007-2009, and these securities accounted for about 7% 

of the par value of their total fixed income holdings, including government, corporate, municipal 

and all other types of bonds, in addition to securitized instruments.  P&C firms held fewer ABS, 

compared to life firms, but the average exposure was still about 5% in 2007 and 2008.  

Second, we note that insurance firms built up their holdings of ABS before the crisis and 

reduced the exposure afterwards.  For life firms, the ABS holdings accounted for 4.6% (median 

3.5%) of par value of all bond positions in 2004, increased to 7.4% (median 5.9%) in 2008, and 

dropped to 5.3% (median 4%) by the end of 2010.  P&C firms reduce their exposure earlier and 

more substantially than life firms.  Their relative holdings, measured with par value, were reduced 

from the maximum of 5.5% (median 3.8%) in 2007 to 3% (median 1.6%) by 2010. We also 

compute ABS exposure using fair instead of par value.  The last four columns show that the fair 

value of insurance companies’ holdings was substantially lower than par value after 2008, 

suggesting that the ABS holdings were affected more than the other types of bonds held by 

insurance firms.  

Finally, we point out the substantial heterogeneity in ABS exposure across insurance 

companies.  For example, in 2007, the median life firm held only 15 ABS and those in the top 

percentile held more than 156 such securities. Similarly, the median firm invested 5.9% of the 

bond portfolio in ABS, and the top percentile held 15.4% in ABS.  We will use this heterogeneity 

to economically identify “gains trading,” as those more affected by ABS downgrade and severe 

price decline have greater incentives to realize gains in other asset classes in order to improve 

capital positions.  There is also significant heterogeneity in the ABS holdings across life and P&C 

firms.  In 2006, the year before the start of the financial crisis, the average life insurance company 

held 54 different ABS while the average P&C firm held only 11 different ABS. 

 

2.3 Downgrades of ABS Securities and Impact on Insurance Companies 

The securitization market expanded substantially before the crisis of 2007-2009. Total ABS 

issuance grew from $1.5 trillion in 2004 to $2.3 trillion in 2007, according to Asset-Backed Alert.  

A key development in this market was the collateralized debt obligation (CDO), which, by pooling 

and tranching, created securities that have much better credit ratings than the collateral assets 

backing the issues. The better ratings of the ABS attracted investors that face regulatory constraints 

mechanically tied to credit ratings, such as insurance firms.  Following the onset of the financial 
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crisis, ABS were severely downgraded by major rating agencies.  In Ratings IQuery, we find 

39,464 ABS downgrade actions by S&P in 2008.  

We are particularly interested in the downgrades from investment to speculative grades, 

because these downgrades would force firms to employ higher risk factors thereby triggering 

larger capital requirements. Figure 1 presents the total number of investment-to-speculative 

downgrades of ABS on a quarterly basis. 

 

[Insert Figure 1 here] 

 

The massive downgrades started in Q3 of 2007, with 952 downgrades from investment grade to 

speculative grade. In each of the following four quarters, we observe more than 3,000 such 

downgrades.  In total from Q3 of 2007 to Q4 of 2009, S&P downgraded 34,109 ABS from 

investment grade to speculative grade.   

To gauge the degree to which insurance companies were affected by these downgrades, we 

count the number of investment to speculative downgrades of ABS that were held by insurance 

firms.  These numbers are also shown in Figure 1 on the right scale.  Only a small portion of the 

downgrades in the early stage of the crisis affected insurers: before the end of 2008, about 5-9% of 

the downgrades in each quarter affected insurance firms.  Insurance companies were, however, 

more significantly affected by the ABS downgrades in 2009, representing 14-17% of the total 

number of downgrades of ABS in each quarter of that year.  Moreover, we note that the 

downgrades in the later stage of the crisis were more severe.  For example, 325 downgrades in 

2008Q4 were straight from AAA to speculative grade, compared to only 94 of such downgrades in 

all of the preceding quarters.  In 2009, a total of 896 downgrades affecting insurance firms were 

from AAA to speculative grade. 

 

[Insert Table 3 here] 

 

Table 3 shows the rating transitions of severe downgrades, many of which were by several 

notches, of ABS held by insurance companies.  For example, there were 1,254 ABS that were 

downgraded to a BB rating class (for the sake of brevity, we aggregate all ABS that were 

downgraded to BB+, BB or BB- in one class) and 455 of these securities were rated as AAA 
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before the downgrade occurred.  The same applies to the 1,655 ABS downgraded to the B rating 

class: 721 ABS were rated as AAA before the downgrade. These dramatic shifts, which likely 

came as a surprise to insurers, significantly impacted the insurance companies’ regulatory capital.  

In fact, when a bond or bond-like instrument is downgraded from either “class 1” or “Class 2” to 

“Class 3”, which is equivalent to a downgrade from an investment grade rating class to a BB class, 

the required regulatory capital increases significantly for both life and P&C insurance companies. 

 

2.4 Accounting Treatment of Downgraded ABS Securities 

We now explain the rules surrounding the accounting treatment imposed on life and P&C 

insurance companies when the ABS they held were downgraded.  NAIC regulations define 6 

different classes by credit ratings, and all fixed income securities held by insurers fall into one of 

these classes.  A particular threshold of importance is between Class 2 and Class 3; the former 

refers to a security with a BBB rating while the latter refers to a security with a BB rating.  

When a fixed income security is downgraded from investment to non-investment grade, 

P&C insurers have to immediately recognize the value of the bond as the lower between the 

amortized value (based on HCA) and market price (or model price, in case no market price is 

available).  In the case of life insurers, no such requirement is needed and they can continue 

holding the downgraded bonds at HCA except in the extreme case when it is classified as ‘in or 

near default’ (Class 6).  A Class 5 security is one that corresponds to a CCC/Caa credit rating; even 

in such cases, life insurers can continue holding the security at HCA while P&C insurers have to 

recognize the market price if the price falls below the amortized value.  

In the light of these regulations, the significant ABS downgrades documented in Section 

2.3 should generate significant cross-sectional variability in the accounting treatment of 

downgraded ABS between P&C and life companies.  To explore this, we use year-end positions 

data, which contain the book value and the fair value (the market price or a model price for illiquid 

assets) reported for each position.  We classify as revalued the positions for which the book and 

the fair values are equal.  Others are classified as held at historical cost (i.e. treated under HCA). 

Figure 2 reports the percentages of ABS holdings revalued at year-end for both life and 

P&C over the period 2004-2010.  

 

[Insert Figure 2 here] 
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The most striking feature is the increase in the percentage of positions that were revalued by P&C 

companies, far larger than those by life insurers over the same period.  P&C companies go from a 

position where around 5% of their ABS holdings were booked at market values in 2006, similar in 

magnitude to that of life, to almost 20% of their positions by 2009. Given that the exposures of 

both life and P&C to downgraded ABS securities were very similar, we attribute the differences in 

the accounting treatment between life and P&C starting from the end of 2007 to the different 

accounting regulations imposed on these companies.  

An additional question that arises is whether different insurance firms agree on the 

accounting treatment used to book each ABS that was downgraded (which should be the case if the 

accounting treatment is determined by the regulation).  We address this issue by investigating the 

revaluations of the ABS positions at the CUSIP level for both life and P&C companies 

(considering only those ABS that are held by at least two insurance companies within each group).  

We do not report these results for the sake of brevity; however, the picture that emerges 

corroborates the evidence in Figure 2.
12

  

To better focus on the change in the accounting treatment, we investigate the differences 

across life and P&C companies in their subsequent accounting treatment of the downgraded ABS.  

This analysis is shown in Table 4.  

 

[Insert Table 4 here] 

 

Panel A of Table 4 shows the revaluation of ABS that were downgraded from (a) investment 

grades to speculative grade, and (b) AAA rating to speculative (this being the most severe type of 

downgrades) over the period 2005-2010.  There are striking differences between life and P&C 

companies.  If we consider the most extreme downgrades (from AAA to speculative grade), we see 

                                                
12

 For example, 91% of all ABS held by at least two life firms are booked at historical cost in 2006, and 92% in 2009. 

The picture is very different for P&C: in 2006, 88% of all ABS were held at historical cost, but that figure decreases to 

65% in 2008, 72% in 2009 and 68% in 2010. Around 4% of ABS were held at market value by all P&C firms in 2006, 

but this figure rose to 21% in 2008.  Finally, we find that there is some disagreement on the same ABS across 
insurance companies in both groups, but such disagreement is much lower in the life group than P&C group. It is 

possible that such disagreement arises because of the limited discretion in the hands of each insurance company when 

determining whether each ABS is to be held until maturity or can be traded and, as a consequence of such decision, the 

impairment can be judged to be of temporary or permanent nature. 
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that life insurers had a total of 1,999 different ABS that were downgraded, 1,940 of which were 

held at book value before the downgrade.  Once the downgrade occurred, life insurers kept 78% of 

those securities at book value and revalued 9% to market values.  Compare this to the behavior of 

P&C that held 970 different ABS that were downgraded, 851 of which were held at book value 

before the downgrade. Once the downgrade occurred, P&C kept only 45% of those securities at 

book value, revalued 36% to market value (three times as much as life), and sold 20% of those 

securities. 

One drawback of the NAIC balance sheet data for this particular type of analysis is that the 

positions are available only at the year-end.  It is plausible that revaluations occur at different times 

within the year.  Since we only observe the difference between the book and fair values at year-

end, this may lead to some bias against finding revaluations if market prices subsequently drift.  

This may have happened, for example, during 2009 when many of the extreme downgrades took 

place relatively early in the year.  To address this issue, we consider a subset of downgrades (in 

Panel B of Table 4) that occurred in the fourth quarter, as these are temporally closer to the year-

end measurement we observe and the drift problem may be less important. The results are more 

striking.  Life insurers had a total of 535 different ABS securities that were downgraded (from 

AAA to speculative grade), 532 of which were held at book value before the downgrade.  Once the 

downgrade occurred, life insurers kept 78% of those securities at book value and revalued 11% to 

market values.  P&C held 243 different ABS that were similarly downgraded, 220 of which were 

held at book value before the downgrade. Once the downgrade occurred, P&C kept only 16% of 

those securities at book value, revalued 63% to market values (three times as much as life), and 

sold 11% of those securities. 

Taken together, we conclude that the differences in the regulation governing the accounting 

treatment between life and P&C draw a clear wedge between the two types of firms.  We employ 

this distinction, and the resulting impact on the way downgraded assets are booked, to explore the 

incentive for gains trading created by the interplay between accounting and regulatory capital 

requirements for financial institutions. 

 

2.4 Unrealized Gains and Losses  

For each bond position, we calculate the unrealized gain as the difference between the position’s 

book and fair values as a percentage of carrying value.  As discussed, insurance companies report 
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both the book values and the fair values of all bond positions at year end to the NAIC.  Table 5 

reports the distribution of the percentage unrealized gains (and losses) separately for life and 

P&C.  Panel A is for ABS, and Panel B is for corporate bonds. 

  

[Insert Table 5 here] 

 

Table 5 Panel A shows that up to the end of 2007, the median unrealized gain for ABS is 

close to zero, but in 2008 the median unrealized gains for life firms turns into unrealized losses to 

the tune of -30% with over nine tenths of all ABS positions having unrealized losses and over one 

tenth having the losses exceeding 75%.  These unrealized losses slightly improve in 2009 and 

2010, but the overall distribution remains negatively skewed.  P&C firms suffer unrealized losses 

to a much lesser degree, with the median unrealized gain coming back to around zero in 2009 and 

2010.  This sharp difference between the two groups may be due to the fact that P&C firms are 

forced to revalue the ABS that are downgraded to speculative grade, essentially truncating the left 

tail of the unrealized gain distribution.  In addition, life firms are likely to avoid selling their ABS 

in 2008-2009, as doing so would have a significant negative effect on their income and capital. 

Panel B of Table 5 shows that the distribution of unrealized gains for corporate bonds also 

suffers a negative shift in 2008, but quickly returns to normal in 2009. Interestingly, over a 

quarter of corporate bond positions have unrealized gains in 2008, suggesting that there is more 

flexibility to potentially realize these gains by trading.  In 2009, over half of the corporate bond 

positions have unrealized gains for life and over three quarters for P&C.  As a result, we will use 

corporate bonds as the main asset class for studying gains trading among insurance companies. 

 

3. Empirical Methodologies and Results 

3.1 Difference in Accounting Treatment of ABS 

As seen earlier, P&C firms revalue a larger proportion of their ABS positions than do life firms 

during the crisis.  To ensure that this finding is indeed due to regulatory differences, rather than 

the difference in, say, the credit quality of the ABS held by the two types of insurers, we estimate 

a logit model for the probability that an ABS position is revalued controlling for credit quality and 

other distinct characteristics of the ABS: 
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)()1Pr( ,0,, tWtiXjPtji WXPlM  
   (1)

 

where )(l denotes the logistic probability function, tjiM ,, is an indicator variable that equals one if 

the insurance company j (holding bond i) revalues bond i by the end of year t and zero otherwise, 

jP is an indicator variable that equals one if the insurance company j is a P&C insurer and zero 

otherwise, tiX , is a vector of bond i’s static characteristics (e.g. issue size) and time-varying 

characteristics (e.g. remaining maturity) at the end of year t, 
tW is a vector of time-specific 

variables, and s'  are the corresponding vectors of coefficients to be estimated.   It is important to 

highlight that in all specifications, we include ratings group
13

 ( tiX , ) and U.S. state of 

incorporation fixed effects (in jP ), as well as either a crisis indicator or year fixed effects (in 
tW ). 

We estimate the model for the crisis (2007-2009)
14

 and non-crisis (2004-2006, 2010) 

periods, both separately as well as together.  We are interested in how P&C firms’ incremental 

propensity to revalue their ABS positions differs across the crisis (where many ABS are severely 

downgraded) and non-crisis periods.  Given our use of interaction terms in a number of 

specifications, it is difficult within a logit specification to interpret parameter estimates for the 

property and crisis indicators in isolation.  We therefore estimate and report the marginal effect of 

being a P&C firm on the probability of revaluation by making 2,000 repeated draws from the 

(multivariate normal) distribution of parameter estimates and calculating a simulated sample of 

probability difference between life and P&C firms (a) in the crisis vs. non-crisis periods and (b) 

for downgraded ABS vs. others.  We then use the simulated sample of marginal effects to 

construct 90%, 95%, and 99% confidence intervals to determine statistical significance.
 15

  The 

results are shown in Table 6.  

 

[Insert Table 6 here] 

 

                                                
13 The ratings fixed effects are equivalent to the NAIC class 1, 2, 3, separately, and classes 4-6 put together. 
14 Note that the logit is estimated for revaluations that can only be observed at a year end frequency. 
15 This methodology is standard for a non-linear model with many indicator variables (see Bratsberg, Raaum, and 

Roed (2010), for example) and/or interaction terms (see Scheve and Slaughter (1999), for example).  See Norton, 

Wang, and Ai (2004) for a detailed discussion of both the problem and the STATA program they write to address it; 

however, in most of our settings, we cannot use their program directly. 
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In column (1) of Table 6, we report the simplest specification in which we examine the 

behavior of P&C relative to life insurers during the non-crisis period, including ratings group, 

U.S. state of incorporation, and year fixed effects. In column (2), we have the same specification 

for the crisis period.  We find that while the P&C indicator carries a positive coefficient for both 

the crisis and the non-crisis periods, it is only statistically significant during the crisis period, with 

the marginal effect being much larger during the crisis period (1.9% vs. 8.1%).  Considering that 

the average probability of a revaluation of ABS held by all insurance companies during the crisis 

period is 3.6% (during non-crisis period it amounts to 5.2%), it is very evident that P&C insurers 

do revalue significantly more than life insurers. 

We find similar results in columns (3) and (4) when we consider an alternative 

specification that includes ABS-level control variables (while still using all fixed effects as 

before).  In columns (5) to (8), we consider the entire sample from 2004 to 2010 together and 

introduce (a) a crisis indicator and (b) an interaction effect between the P&C indicator and the 

crisis indicator.  In column (5), for example, we show that P&C companies have a higher 

propensity to revalue assets compared to life companies, and this difference increases during the 

financial crisis consistent with the time-separated results.  The results hold strongly in all 

specifications, largely unaffected by any control variables we include.   

In columns (3), (4), (7), and (8), we also investigate the propensity to revalue downgraded 

ABS, by adding a downgrade indicator that takes the value of 1 when the ABS rating falls from 

investment to speculative grades.  Recall that by regulation, P&C companies are required to book 

speculative-grade ABS at the lower between amortized cost and market value while life 

companies are required to do so only when the ABS are near or in default.  Thus, the difference in 

revaluation probability should come out most strongly among the downgraded ABS.  Indeed, we 

find that the marginal effects of P&C indicator on revaluation are multiple times higher for the 

downgraded ABS than for others, during both the crisis (21.6%) and non-crisis (59.6%) periods.  

This striking result, consistent with our finding in Table 4, suggests that the wave of ABS 

downgrades during 2007-2009 is ideal for investigating the implications of HCA vs. fair value 

accounting. 

Overall these results show clearly that the different regulatory accounting treatments 

imposed on P&C and life companies have a significant impact on their revaluation behavior.  To 

be clear, the higher propensity of P&C to revalue should be understood more as an outcome of 
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regulations on the accounting treatment rather than voluntary choice.  If it is true that accounting 

is not simply a veil but rather constitutes an important influence on real decisions in markets 

characterized by frictions, then we should expect to see differences in trading behavior across 

insurance firms that have different revaluation propensities. Specifically, we expect P&C to 

behave differently from life when faced with the stark decision of how to react to a high number 

of ABS downgrades given that these downgrades have a direct impact on their regulatory capital. 

 

3.2 Selling of Downgraded ABS 

In this section, we assess whether the P&C firms’ revaluation of downgraded ABS to market 

values (which we have shown truncates the distribution of unrealized losses) makes them more 

likely to directly sell the downgraded ABS relative to their life counterparts.  We model the 

probability of selling the downgraded ABS within 3 months after the downgrade having occurred 

as a logistic function: 

)()1Pr( ,,,0,, kWkiXkjiVjPkji WXVPlS  
   (2) 

where )(l denotes the logistic probability function, kjiS ,, is an indicator variable that equals one if 

the insurance company j (holding downgraded bond i) sells the downgraded bond i within 3 

months after downgrade event k and zero otherwise, jP is an indicator variable that equals one if 

the insurance company j is a P&C insurer and zero otherwise, 
kjiV ,,
is an indicator variable that 

equals one if the insurance company j holds the downgraded bond i at market value at the year-

end before event k and zero otherwise, tiX , is a vector of bond i’s static characteristics and time-

varying characteristics just before event k, 
kW  is a vector of time-specific variables for each event 

k, and s'  are the corresponding vectors of coefficients to be estimated.  In all specifications, we 

include ratings group, U.S. state of incorporation and year fixed effects. 

We estimate the model separately for (a) all downgraded ABS, (b) only the ABS that were 

downgraded from investment to speculative grade, and (c) only the ABS that were downgraded 

from AAA to speculative grade.  The marginal effects of the P&C and revaluation indicators are 

calculated as previously described. The results are shown in Table 7.  
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[Insert Table 7 here] 

 

From column (1), we find that P&C companies have a higher propensity to sell the 

downgraded ABS (rather than keeping these ABS on their book) relative to life.  This result is 

confirmed using the specification that includes ABS-level control variables (remaining maturity 

and the log of the issue size) and a revaluation indicator variable that captures the insurance 

company’s decision to revalue the downgraded ABS.  The revaluation indicator variable is used 

to control for the likelihood that insurance companies are more likely to sell positions that have 

been re-booked at market price because once they do so, they should be largely indifferent 

between keeping the asset on their balance sheet or selling it.  In fact, the marginal effect of the 

revaluation indicator is positive and statistically significant in all specifications, showing that 

revalued positions are indeed more likely to be sold.  It should be noted that these trading 

dynamics cannot be explained by any differences in regulations across different U.S. states since 

we include state of incorporation fixed effects.  Further, these effects are not driven by ABS-level 

characteristics, such as liquidity, since we include ABS-level controls.
16

 

The main result that P&C firms are more likely to sell downgraded ABS than life firms is 

confirmed when we investigate (a) only the ABS that were downgraded from investment to 

speculative grades (columns (3) and (4)) and (b) only the ABS that were downgraded from AAA 

to speculative grade (columns (5) and (6)).  We want to highlight that for the last set (most severe 

downgrades), the effects of the P&C indicator are about twice as large as those for the other types 

of downgrades.  For these downgrades (AAA to speculative grade), and controlling for the 

revaluation effects, we find that the selling probability of P&C firms exceeds the selling 

probability of life firms by 2.5%. Considering that the average selling probability is 8.3% for the 

ABS downgraded from AAA to speculative grade, we can say that, P&C firms have a 72 

percentage points higher propensity to sell than life firms.  The same selling behavior is observed 

when we consider less severe downgrades from investment to speculative (35 percentage points) 

and all downgrades (34 percentage points). 

These results, obtained at the individual ABS-level, are a confirmation of the broad 

industry trend shown in Table 2.  Recall that the average holdings of ABS of life insurers was 

                                                
16 In fact, the marginal effects of issue size show that large-issue ABS are more likely to be sold, possibly due to 

their superior liquidity. 
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6.48% in 2006 and was reduced to 4.74% in 2009, while the average holdings of ABS of P&C 

went from 5.08% to 2.75% over the same period.   

In sum, the results from Table 7 exhibit a sharp contrast between P&C and life companies:  

P&C firms disproportionately sell their downgraded ABS holdings.  This may very well be a 

consequence of the regulatory accounting treatment we document in Section 3.1. Since P&C 

companies are forced to book the losses that result from severe downgrades, they would be 

indifferent between holding the asset at the lower value and selling it.  More importantly, these 

trading dynamics may be the result of the interactions between those accounting rules and the 

regulatory capital requirements.  For P&C insurers, selling the asset has an important advantage 

from the regulatory capital point of view, as they are exchanging a risky asset for cash thereby 

reducing their capital requirements. 

 

3.3 Propensity to Gains Trade 

In this section, we assess insurance companies’ propensity to gains trade, defined as selectively 

selling the positions in the book that have high unrealized gains, when they hold these positions at 

book value.  So far we have established that P&C insurers are more likely to revalue the 

downgraded ABS to market prices and have a higher propensity to sell them relative to life 

insurers.  Given that both P&C and life have roughly similar exposures to downgraded ABS 

securities, and thus a similar impact on their regulatory capital, this begs the question as to the 

actions taken by life insurers in response to this hit on their regulatory capital. 

In continuing to hold their downgraded ABS positions, life companies may have the 

advantage of limiting an unfavorable price impact, but additional capital may still be required.  It 

is precisely here that gains trading becomes important.  As a life firm attempts to sell its existing 

assets that have not been downgraded to shore up its capital, it has an incentive to do so by 

selectively selling those assets that have the largest unrealized gains.  Only by selling these assets 

can these large unrealized gains be recognized and be applied to its capital.  

Life companies engaging in gains trading have different asset classes from which to 

choose. It would be natural to consider government bonds which feature heavily in insurance 

companies’ portfolio. However, selling government bonds does little to assist from a regulatory 

capital point of view because they are free from capital requirement.  Insurance companies also 

hold equities, but we do not consider these positions since equities are held at market value.  The 
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other natural positions to consider are (mostly investment-grade) corporate bonds
17

, a significant 

number of which are carried at unrealized gains, as shown in Table 5.  An advantage of selling 

corporate bonds is that the insurance company will exchange a risky asset for cash.  

We model the probability of selling each corporate bond position as a logistic function: 

)()1Pr( ,,,,0,, qWqjYqiXqjiZqji WYXZlS  
   (3)  

where )(l denotes the logistic probability function, qjiS ,, is an indicator variable that equals one if 

the insurance company j (holding bond i) sell bond i in calendar quarter q and zero otherwise, 

qjiZ ,, is the percentile (ranging from 0 to 1) of unrealized gain of corporate bond i in the portfolio 

of insurance company j at the year-end prior to quarter q, qiX , is a vector of bond i’s static 

characteristics and time-varying characteristics at the beginning of quarter q, qjY , is a vector of 

financial and risk characteristics of insurance company j at the year-end prior to quarter q, 
qW  is a 

vector of time-specific variables for quarter q, and s'  are the corresponding vectors of 

coefficients to be estimated.  The results are shown in Table 8. 

 

[Insert Table 8 here] 

 

We start by comparing the results during the crisis period for life insurers, shown in 

columns (1) and (2), and compare them with those for P&C insurers, shown in columns (7) and 

(8).  Considering the first row, assuming that the insurance firms do not have high ABS exposure 

and low RBC ratio (hence all interaction terms are zero), we find that life companies have a 

positive and statistically significant propensity to sell corporate bonds at higher levels of 

unrealized gains.  Interestingly, the same coefficient is negative for P&C firms.  When we 

compare the propensity of the life and P&C insurers during the non-crisis periods (results shown 

in columns (3) and (4) for life and columns (9) and (10) for P&C), we also find a significant 

difference between the two groups.  In normal times, life insurers are actually less likely to sell 

                                                
17 On balance, there are various reasons to believe that corporate bonds will be preferred to equity for gains trading. 

First, insurance companies are significant investors in corporate bonds.  Schultz (2001) and Ellul et al. (2011) 

estimate that insurance companies collectively hold between one-third and forty percent of investment-grade 

corporate bonds.  At a weight of around 8%, equities represent a much smaller segment of insurance companies’ 

portfolios.  Finally, and most importantly, equities are held at market value, and thus gains trading is not possible. 
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bonds with high unrealized gains (possibly to avoid tax)
18

 while P&C are found to be insensitive 

to any type of gains trading during the non-crisis period.  Overall, life insurers are found to 

engage in gains trading only during the crisis period, while they tend to sell their corporate bonds 

with the lowest unrealized gains during the non-crisis period. No such behavior is detected for 

P&C companies. 

We next investigate the impact of each insurance company’s exposure to ABS assets held 

at book value on the propensity to engage in gains trading. We have argued that this is precisely a 

factor that may lead insurance companies to gains trade.  We find that while life insurers with 

high ABS exposure (held at book values) sell more frequently corporate bonds (possibly just 

turning over their portfolios more often) in general (second row), they do not appear more likely 

to gains trade during the crisis (third row of columns (1) and (2)).  These life firms tend to sell 

corporate bonds with the lowest unrealized gains during the non-crisis period (third row of 

columns (3) and (4)).  These life firms thus change their behavior from the non-crisis period 

(selling of corporate bonds with lowest unrealized gains) to the crisis period.  Interestingly, the 

results for P&C also confirm that gains trading is associated with historical cost accounting. 

Recall that the variable “High ABS exposure dummy” refers to ABS held at book value.  Thus, 

even in P&C companies, high exposure to ABS held at book value should still induce gains 

trading.  

The other important dimension to consider in the decision to gains trade is the regulatory 

capital pressure that each insurance company faces at times of severe downgrades.  We explore 

this additional dimension by investigating the impact of the firm-level risk-based capital (RBC) 

ratio.  Recall from Section 2 that the RBC ratio is the ratio of total adjusted capital to NAIC risk-

based capital. It is important to note that the insurance literature views RBC ratios as indicative of 

financial health rather than categorical (e.g. above or below two is not a sole criterion for 

regulatory scrutiny) and the higher is the ratio the lower are the regulatory constraints.  

To fully understand the dynamics of the interactions between accounting treatment and 

regulatory capital, we use three different variables: (a) an indicator variable to capture insurance 

companies with low RBC, defined as the RBC of insurers in the bottom quartile of the RBC ratio 

distribution, (b) an interaction term between the low RBC ratio indicator and the unrealized gains 

percentile, and (c) a triple interaction term between the low RBC ratio indicator, the unrealized 

                                                
18 See Jin (2006). 
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gains percentile and the high ABS exposure held at book values indicator variable.  We find 

evidence indicative of the impact of the interaction between accounting treatment and capital 

regulations.  While life insurers with low RBC ratio and high ABS exposure held at book value 

are more likely to engage in gains trading during the crisis, we find no such behavior for P&C 

companies. 

So far, we have investigated the trading behavior of insurance firms during crisis and non-

crisis periods, separately.  We also estimate the propensity to engage in gains trading for the 

entire sample for life insurers, in columns (5) and (6), and for P&C insurers, in columns (11) and 

(12).  In such specifications we introduce a crisis indicator variable and interact this indicator with 

other variables of interest. This pooled specification broadly confirms the evidence in the time-

separate estimations.  First, life insurers engage in gains trading during the crisis period, whereas 

the coefficient estimate for P&C is found to be negative.  Second, the quadruple interaction term 

(in row 14) where we interact the crisis indicator with the low RBC ratio indicator, the unrealized 

gains percentile, and the high ABS exposure held at book values indicator confirms that life 

companies facing regulatory constraints and holding significant ABS positions at book values 

disproportionately sell corporate bonds with high unrealized gains during the crisis. No such 

action is observed for P&C companies.   

Given the non-linear nature of the logistic function and our heavy use of interaction terms, 

a more appropriate way to understand the sign, magnitude, and economic significance of these 

results, is to investigate the marginal effects (estimated via simulation).  Panel B of Table 8 

provides the estimates of the marginal effects using the models for the entire sample period 

(shown in columns (5) and (6) for life and columns (11) and (12) for P&C).  We estimate the 

marginal effects on gains trading considering two cases for each group: (a) insurers with low ABS 

exposure held at book values and high RBC ratios (denoted as “High ABS exposure dummy = 0 

and Low RBC ratio dummy = 0” in Panel B), and (b) insurers with high ABS exposure held at 

book values and low RBC ratios (denoted as “High ABS exposure dummy = 1 and Low RBC 

ratio dummy = 1” in Panel B).  The average selling probability of a corporate bond held by life 

companies over the entire period is 4.4%.  Consider two similar corporate bonds held by a life 

firm with high ABS exposure and low RBC ratio, one with unrealized gain at the 25
th
 percentile 

of the firm’s portfolio and the other with unrealized gain at the 75
th
 percentile.  Using the 

estimates from model (5), the second bond is significantly less likely than the first bond to be sold 



24 

 

during the non-crisis period (by 1.1%) but is significantly more likely during the crisis (by 1.3%). 

The difference is equivalent to an increase of the probability of selling by 2.4%, almost 55 

percentage points of the average selling probability for the entire period.  Similar results are 

obtained when we estimate the marginal effects using the model shown in columns (6) in Panel A. 

In sharp contrast, all the marginal effects for corporate bonds held by P&C companies are 

statistically insignificant, confirming the indicative results found in Panel A.  While we find that 

life companies with low exposure to ABS held at book value and high RBC ratio also engage in 

gains trading during the crisis, the effect is much smaller than that found among the group of life 

companies with high ABS exposure and low RBC ratio. This result is consistent with the 

importance of the interaction between regulatory capital and accounting treatments.  

It is also important to note that the probability of gains trading of life insurers is robust to 

the inclusion of a host of control variables that may be associated with selling for unrelated 

reasons.  The first notable variable is liquidity. The corporate bond literature has found that bid-

ask spreads increase with bond age and decrease with bond issue size (see Edwards, Harris and 

Piwowar (2007)).
19

 In all specifications, we include the log of the corporate bond age and the log 

of the corporate bond size issue and thus liquidity considerations should not drive our results.  

However, it is also important to note that we find that insurance companies are more likely to sell 

younger bonds and bonds with larger issue size. One interpretation of these results is that life 

insurers actively try to minimize any negative price impact by avoiding the sale of the most 

illiquid corporate bonds. 

Other significant control variables include the proportion of risky assets in an insurer’s 

portfolio (in order to capture the insurer’s risk appetite or its capacity to bear risk), an indicator 

that measures whether the downgrade is into the speculative class, and an indicator that captures 

whether the bond issuer filed for bankruptcy during the quarter.  We find no evidence that 

insurance companies with higher risk appetite or higher capacity to bear risk, as proxied by their 

risky asset holdings, are more likely to engage in the selling of corporate bonds. Bonds that are 

downgraded to the speculative grade are more likely to be sold. This may be due to the 

differential degrees of negative information across rating classes or the regulation that imposes 

                                                
19 See also Hong and Warga (2000) and Schultz (2001). Driessen (2005) uses bond age to identify the liquidity 

component of credit spreads. 
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much higher capital charge for holding speculative-grade bonds.  Finally, as expected, bonds of 

the issuers that went into bankruptcy are more likely to be sold.     

 The above results are obtained after the inclusion of year-quarter dummies, U.S. state (of 

incorporation) dummies and rating group dummies.  Thus, our results cannot be driven by 

market-wide conditions that occur during the time of downgrades, other regulations faced by 

insurance companies, which differ across U.S. states, or ratings of the bonds. 

 

3.4 Price Impact of Gains Trade 

The final question we address is whether the selective selling in Section 3.3 creates enough 

pressure in the targeted bonds to generate price distortions.  In the case that such price pressures 

do occur, one can conclude that HCA – precisely because of its interactions with capital 

regulations – does not avoid spillovers and fire sales, as claimed by the existing theoretical 

literature. 

We evaluate the price impact in two ways. First, for each sale transaction, we compare the 

sale price with the market median obtained from TRACE.  Like any other investors, insurance 

companies pay transaction costs when they sell a bond to a dealer (as they demand liquidity); 

their sale price is, on average, lower than the market value.  Since only bond positions with 

sufficiently large unrealized gain can be used for gains trading, insurers may have to concede 

even more to sell this limited number of positions.  Second, at the bond level, we compare the 

quarterly return across bonds that are subject to different degrees of gains trading.  If insurance 

companies demand liquidity when they sell bonds to realize gain, elevated gains trading should 

put more pressure on the overall market price.  We thus expect the bonds most targeted for gains 

trading to underperform otherwise similar bonds. 

At the transaction level, we measure the price impact of each transaction as the percentage 

discount of the sale price relative to the median market price during the week,            ̅    , 

where        is the transaction price of bond i sold by insurance company j in week w and  ̅    is 

the median market price of bond i in week w.  To ensure the reliability of our median price, we 

only use the bond-weeks in which there are at least 3 transactions in the same bond.  We model 

the price impact as  
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wjiwWwjYwiXwjiZwiwji WYXZPP ,,,,,,0,,, )/ln(  
  (4) 

 

where wjiZ ,, is a vector of characteristics of a sale transaction of bond i by insurance company j in 

week w, wiX , is a vector of bond i’s static characteristics and time-varying characteristics at the 

beginning of week w, 
wjY ,

is a vector of financial and risk characteristics of insurance company j 

at the year-end prior to week w (including the dummies for the company’s domicile state), 
wW  is a 

vector of time-specific variables for week w, and s'  are the corresponding vectors of 

coefficients to be estimated.  Wherever the specification allows us, we include ratings group, U.S. 

state of incorporation, and year fixed effects. 

Our interested variable is the marginal effect of unrealized gain percentile (relative to 

mean) on the selling probability, which is part of the vector wjiZ ,, .  We measure this marginal 

effect using the model similar to the models shown in columns (2) in Table 8, estimated cross-

sectionally for each calendar quarter.  This marginal effect is specific to each bond position so 

that even the same bond may have different marginal effects depending on the insurance company 

holding the bond, the price at which the bond is acquired, and the period in which we measure the 

selling probability.  We estimate the above model of percentage price discount by OLS, and 

cluster the standard errors by bond issuer. The results are shown in Table 9. 

 

[Insert Table 9 here] 

 

Table 9 columns (1) and (4) show that for both life and P&C insurers, the price impact of 

selling is significantly higher during the crisis.  Columns (2), (3), (5), and (6) analyze whether this 

increased price impact is related to gains trading.  To do so, we include the interaction variable 

between the crisis indicator and the gains trading selling pressure. We find that the coefficient 

estimates are negative and statistically significant for life companies but are not significant for 

P&C.  This result clearly shows that the gains trading engaged by life companies is potentially 

expensive.  As we move from the 25
th

 to 75
th
 percentiles of the gains-trading selling pressure for 

life companies during the crisis, the price impact increases from 62 basis points (specification in 

column (3)) to 77 basis points (specification in column (2)).  This price impact is sizable, 
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considering that the mean one-way transaction costs are about 15 basis points in normal markets 

(see Edwards et al. (2007)).  It is important to stress that our estimate of price impact is obtained 

after controlling for various bond-level, insurance-level, market-wide, and transaction-specific 

effects. 

If a large number of insurance companies attempt to gains trade using the same corporate 

bonds in an illiquid market, then we should expect the bonds to suffer significant price pressures.  

To investigate whether this is the case, we move from the transaction level to the bond level.  

Using the transaction prices from TRACE, we calculate the quarterly return of a bond as the 

logged change in price from the last day of the previous quarter to the last day of the current 

quarter.  This return measure is far from perfect.  First, corporate bonds do not trade every day so 

the last day on which we observe trades for each bond may often be a few days before quarter-

end.  We however find that for the bonds in our data that pass our screen, approximately 90% of 

the last trading days that we use fall in the last month of the quarter.  Second, the holding period 

over which we measure the bond return may be greater than one or two quarters (if the bond is 

last traded a few quarters back).  This problem affects less than 5% of the observations. We 

address the first two problems, which result in irregular holding periods, by measuring the values 

of (some) control variables over the same period in which the bond return is measured.  Finally, a 

bond may trade a few times in a day and the trade prices can be very different.
20

  Since corporate 

bond prices are more accurate for larger trades, we use the size-weighted average of all trade 

prices on the last day of a quarter. 

Our model of quarterly bond return is as follows: 

 

qiqWqiXqi WXR ,,0,  
       (5) 

 

Where 
qiR ,

 is the return of bond i in quarter q, qiX ,
 is a vector of bond static and time-varying 

characteristics at the beginning of quarter q, 
qW  is a vector of time-specific variables for quarter 

q, and s'  are the corresponding vectors of coefficients to be estimated. 

Our variable of interest is the selling pressure associated with unrealized gains, which we 

measure in two broad ways.  First, we use the bond-level averaged marginal effects of unrealized 

                                                
20 See Bao, Pan, and Wang (2011), Feldhutter (2011), and Jotikasthira (2008), for example. 
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gain on selling probability.  The marginal effect for each bond position is calculated as the 

predicted value (relative to mean) obtained from the logit model similar to column (2) in Table 8, 

estimated separately for each calendar quarter. For each bond in each quarter, we then take 

(value-weighted or equally-weighted) averages of the marginal effects across the positions of all 

insurance companies in the particular bond.  Second, we also consider the percentage unrealized 

gains, averaged across all positions in the bond.  Although this measure does not reflect the fact 

that the same unrealized gains may have different effects on selling propensity for different 

insurance companies, it is not affected by possible misspecifications of our logit model.  These 

selling pressures from gains trading enter the model as part of the vector
qiX ,

. 

We distinguish the effect of gains trading from other effects of unrealized gains by 

interacting our measures of selling pressure with the crisis indicator.  The selling pressure from 

gains trading should only operate during the crisis where insurance companies are hit by ABS 

downgrades and the huge unrealized losses of ABS positions in their portfolios.  We only include 

the pressure from life firms, as we have shown in Table 8 that P&C firms do not appear to 

significantly gains trade. 

We estimate the above model of quarterly bond return by OLS, and cluster the standard 

errors by bond issuer.  We include standard control variables for the fundamental movement in 

the bond price, using maturity-matched Treasury and ratings- and maturity-matched credit spread 

returns.  We use the interpolated constant maturity Treasury bond/note from the Fed to calculate 

the Treasury return. The spread return is the corporate bond index return minus the Treasury 

return, where we use the ratings- and maturity-matched Bank of America-Merrill Lynch bond 

index as our primary source.  Since the maturity group for the index is broad, we also adjust for 

the duration difference between the index and the bond of interest to ensure accuracy.  Finally, we 

control for bond-specific characteristics, particularly bond age and issue size, which are key 

determinants of bond liquidity.  Ratings group and calendar quarter dummies are also included. 

The results are shown in Table 10. 

 

[Insert Table 10 here] 

 

We find clear evidence that the corporate bonds disproportionately targeted by life 

insurance companies for gains trading statistically and economically underperform otherwise 
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similar bonds. The coefficient estimate of the interaction variable of interest (the crisis indicator 

interacted with gains-trading selling pressure) is always negative whether we use an equal-

weighted or a value-weighted methodology and whether we use marginal effects of unrealized 

gain on selling probability (columns (1) to (4)) or the percentage unrealized gains (columns (5) to 

(8)).  The quarterly return is 0.7-1.7% lower as we move from the 25
th

 to 75
th
 percentiles of 

aggregated gains trading. Given that the inter-quartile range of quarterly bond abnormal return 

during the crisis is approximately 4.90%, the magnitude of the selling pressure has economic 

significance.  It is important to put this result in perspective: the selling pressure is generated by 

gains trading engaged in by life companies.  This originates, in part, from their exposure to ABS 

held at book value.  We are documenting significant price declines in the corporate bond market, 

demonstrating spillover effects from downgraded ABS to otherwise unrelated corporate bonds 

through the interaction between the accounting treatment and regulatory capital requirements. 

 

4. Conclusions 

While the theoretical literature has argued that historical cost accounting may insulate financial 

institutions from the price distortions associated with market stress, we provide new empirical 

evidence supporting the view that historical cost accounting, along with regulatory capital 

requirements, induces an altered incentive to “gains trade” – that is, to selectively sell otherwise 

unrelated assets with high unrealized gains.  Given (a) the distinction in regulatory accounting 

treatment across life and property and casualty insurance companies and (b) the availability of 

security-level data on all positions held, traded, and booked by insurers, the insurance industry 

presents an interesting laboratory to explore the interplay between accounting and regulatory 

capital requirements for financial institutions.   

In contrast to property and casualty insurers, life insurers have a greater degree of 

regulatory flexibility to hold downgraded instruments at historical cost.  When faced with severe 

downgrades among their holdings in asset-backed securities (ABS) during the financial crisis, life 

insurers, particularly those facing both regulatory capital constraints and high ABS exposures, 

largely continue to hold the downgraded securities at historical cost and instead selectively sell 

their unrelated corporate bond holdings with the highest unrealized gains.  This behavior is largely 

absent among property and casualty insurers.  As the observed gains trading by life insurers 
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induces significant price declines for the corporate bonds that happen to exhibit high unrealized 

gains, we conclude that historical cost accounting does not completely avoid illiquidity spillovers. 
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Appendix A: Descriptions of Variables 

Variable Specific to Definition 

% risky assets Insurer-year Percentage of investment assets invested in any of the following asset classes: non-

investment grade bonds, common and preferred stocks, non-performing mortgages, 

real estate, and other investments.  According to the Street.com and NAIC, the 

target capital percentages for these assets are greater than or equal to those of the 
least risky class of non-investment grade bonds (BB). 

ABS exposure Insurer-year Percentage of bond portfolio invested in asset-backed securities (ABS) held at book 

value, measured in market value terms.  Securities (9-digit CUSIPs) are classified 

as ABS, based on the list of rated securities from S&P’s RatingIquery.  High ABS 

exposure dummy equals 1 for ABS exposures above the annual median, and 0 

otherwise. 

Bankruptcy 

dummy 

Bond-quarter Dummy variable equal to 1 if the issuer of the bond files for bankruptcy during the 

quarter, and 0 otherwise.   

Bond age Bond-quarter Time from issuance to the beginning of quarter of interest or the beginning of 

quarter in which the interested transactions fall (depending on specifications), 

measured in years. 

Bond return Bond-quarter Log of change in prices from the last day when there are any trades of a bond in the 

previous quarter to the last day in the current quarter, scaled by a factor of 100.  

Abnormal bond return is calculated as the residual of pooled OLS regression of 

bond return on maturity matched treasury return and maturity- and rating-matched 
corporate bond index return over the same quarter. Corporate bond index return is 

calculated using Bank of America-Merrill Lynch bond index, adjusted for duration 

difference between the index and the bond of interest. 

Calendar quarter 

fixed effects 

Quarter Set of dummy variables for calendar quarters in which the observations fall. 

Capital and 

surplus 

Insurer-year The insurance company’s statutory net worth (including paid-in capital or 

unimpaired surplus and additional funds in surplus) in millions of dollars through 

the most recent year end. 

Crisis dummy Quarter Dummy variable equal to 1 if the calendar quarters are in the 2007-2009 crisis 

period, and 0 otherwise.  The crisis period is defined based on the volume of ABS 

downgrades, and covers 2007Q3 to 2009Q4. 

Downgrade 

dummy 

Bond-quarter Dummy variable equal to 1 if the bond is downgraded from investment to non-

investment grades during the quarter, and 0 otherwise.  S&P ratings are used 

wherever available.  Moody’s ratings are used when S&P ratings are unavailable. 

Incremental effect 

of unrealized gain 

on selling 
probability 

Position-

quarter or 

Bond-quarter 

Position-quarter incremental effect of unrealized gain on selling probability is 

predicted value for each bond position (relative to mean) obtained from the logit 

model similar to model (2) in Table 8, estimated separately for each calendar 
quarter.  Bond-quarter incremental effect of unrealized gain on selling probability 

is value-weighted or equally-weighted average of position-quarter incremental 

effects, where the average is taken across all insurers holding the bond at the 

beginning of the quarter.   

Issue size Bond Offering amount of the bond, measured in million dollars. 

Leverage Insurer-year Debt as percentage of total assets, all measured at book values. 

Liquidity index 

*,** 

Insurer-year The Street.com’s index that measures the insurance company’s ability to raise cash 

to settle claims.  The inability to raise cash may arise when the company is owed a 

great deal of money from its agents or reinsurers, or it cannot sell its investments at 

the prices at which the investments are valued in the company’s financial 

statements.  Low liquidity index dummy equals 1 for liquidity index values below 

5, and 0 otherwise. 

Maturity Bond-quarter Maturity of the bond at the beginning of quarter of interest or the beginning of 

quarter in which the interested transactions fall (depending on specifications), 

measured in years. 

NAIC risk-based Insurer-year Ratio of total adjusted capital (capital, surplus, and applicable valuation reserves) 
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Variable Specific to Definition 

capital ratio (RBC 

Ratio) 

to NAIC risk-based capital (RBC).  RBC is the minimum amount of capital that the 

insurance company must maintain based on the inherent risks in its operations.  

RBC is calculated based on the NAIC’s formula which reflects its assessment of 

risks of different asset classes and businesses.  For example, a company with RBC 

ratio of 1.0 has capital equal to its RBC.  Insurance companies with higher RBC 

ratios are considered better capitalized.  Insurance companies with RBC ratio 

below 2.0 are subject to supervisory interventions.  The levels of supervisory 
actions depend on the level of RBC ratio.  Low RBC ratio dummy equals 1 for 

RBC ratios below the annual median, and 0 otherwise. 

Rating group fixed 

effects 

Bond-quarter Set of dummy variables for credit rating groups, defined by the NAIC’s capital 

requirement in the RBC ratio formula.  The groups are, in order of credit quality, A 

and above, BBB, BB, and B and below.  S&P ratings are used wherever available.  

Moody’s ratings are used when S&P ratings are unavailable. 

Revalue dummy Position-year Dummy variable equal to 1 if the position has the book value that is equal to its 

reported fair or market value, and 0 otherwise.   

ROE Insurer-year Return on equity, measured as net income divided by book value of equity at the 

beginning of the year.  Positive ROE dummy equals 1 if ROE is greater than zero, 

and 0 otherwise. 

Sell dummy 

(dependent 

variable in logit) 

Position-

quarter 

Dummy variable equal to 1 if part or all of the position is sold during the quarter, 

and 0 otherwise.   

Selling probability Position-

quarter or 
Bond-quarter 

Position-quarter selling probability is predicted selling probability for each bond 

position obtained from the logit model similar to model (2) in Table 8, estimated 
separately for each calendar quarter.  Bond-quarter selling probability is value-

weighted or equally-weighted average of position-quarter selling probabilities, 

where the average is taken across all insurers holding the bond at the beginning of 

the quarter.   

State fixed effects Insurer-year Set of dummy variables for insurers’ domicile states.   

Unrealized gain 

(and loss) 

Position-year Difference between insurer’s reported fair value and book-adjusted carrying value 

of the position at previous year end, measured as percentage of book value. 

Unrealized gain percentile is the percentile rank, ranging from 0 to 1, of the 

position’s dollar unrealized gain within the insurer’s portfolio at previous year end. 

* The Street.com may not evaluate some insurance companies for one or more of the following reasons: (i) total assets are 

less than $1 million, (ii) premium income for the current year is less than $100,000, (iii) the company functions almost 

exclusively as a holding company rather than as an underwriter, or (iv) the Street.com does not have enough information to 

reliably evaluate the company. 

** Scores range from 1 to 10.  Scores of 7 to 10, 5 to 6.9, 3 to 4.9, and 2.9 and below are considered “strong”, “good”, 

“fair”, and “weak”, respectively.  
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Table 1: Summary Statistics of  Insurance Companies 

   This table presents descriptive characteristics of all insurance firms in our sample at the end of 
2007. Our sample restrict to insurance companies with invested assets not less than $13 million 

and RBC ratio between 2 and 20. We also exclude 33 bond insurers including AIG, AMBAC, 

MBIA, etc. Definition of the variables can be found in the Appendix A.  

 

Panel A: Life Firms 
       Mean 10th Pct 50th Pct 90th Pct Std.Dev. 

Number of Firms 538 

    Invested Assets ($ million) 4,738 27 393 9,414 16,600 

Capital and Surplus ($ million) 476 8 66 1,070 1,329 

Leverage 0.80 0.52 0.87 0.96 0.18 

Return on Equity (ROE) 0.10 -0.08 0.09 0.31 0.29 

NAIC Risk-Based Capital Ratio (RBC ratio) 8.81 4.48 8.15 14.37 3.82 

Holding of Investment-Grade Bonds (%) 57.22 32.70 57.35 84.00 20.66 

Holding of Risky Assets (%) 15.54 1.59 11.36 32.17 16.12 

Profitability Index 5.78 1.90 6.30 8.60 2.42 

Liquidity Index 6.57 4.90 6.70 8.80 1.73 

      Panel B: Property and Casualty Firms 
       Mean 10th Pct 50th Pct 90th Pct Std.Dev. 

Number of Firms 1,344 

    Invested Assets ($ million) 829 22 119 1,272 3,996 

Capital and Surplus ($ million) 384 11 53 565 2,172 

Leverage 0.60 0.42 0.62 0.75 0.14 

Return on Equity (ROE) 0.12 0.01 0.11 0.25 0.13 

Risk-Adjusted Capital Ratio 1 (RACR1) 2.34 0.72 1.86 3.92 4.85 

Holding of Investment-Grade Bonds (%) 63.16 35.72 64.19 91.13 21.45 

Holding of Risky Assets (%) 17.51 0.00 12.05 41.86 19.40 

Profitability Index 6.31 3.30 6.50 8.80 2.07 

Liquidity Index 6.76 5.70 6.80 8.30 1.40 
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Table 2: Summary Statistics of Insurance Companies’ Holding of ABS Securities 

     This table summarizes the holding of ABS securities of insurance companies at year-end.  We identify ABS positions by matching insurance 

firms' bond holding positions at year-end to a list of ABS securities identified from S&P’s Ratings IQuery using 9-digit CUSIP. S&P’s Ratings 

IQuery comprehensively covers initial ratings and histories for all securitized issues rated by S&P from 1991 to 2010. The statistics on the 
number and size of ABS holdings are reported only for firms investing in ABS. The size of the ABS holdings is the par (or fair) value of the 

identified ABS securities held by a firm relative to the par (or fair) value of all fixed income positions in this firm. We report the mean, median, 

top, and bottom percentile across firms at each year-end. 

 

    

No. of 

insurance 
firms 

No. of ABS securities  
held by each firm 

% ABS holding in all bond 
positions (par value) 

% ABS holding in all bond 
positions (fair value) 

  year All 

Firms 

Hold 
ABS Mean 

10th 
Pct Median 

90th 
Pct Mean 

10th 

Pct Median 
90th 

 Pct Mean 
10th 

Pct Median 
90th 

Pct 

Life 

2004 618 471 32.41 1 10 71 4.64% 0.57% 3.46% 8.96% 4.55% 0.57% 3.52% 8.73% 

2005 589 463 42.56 2 11 100 5.19% 0.63% 4.14% 10.96% 5.19% 0.66% 4.18% 10.91% 

2006 574 454 54.49 2 14 126 6.49% 0.67% 5.09% 14.07% 6.48% 0.70% 5.20% 14.14% 

2007 552 436 65.12 2 15 156 7.29% 0.76% 5.87% 15.45% 6.92% 0.75% 5.71% 14.34% 

2008 546 428 67.81 2 16 181 7.42% 0.72% 5.95% 16.26% 5.45% 0.58% 4.27% 11.84% 

2009 530 417 65.06 2 15 178 6.45% 0.52% 4.82% 13.70% 4.74% 0.46% 3.54% 10.25% 

2010 507 388 62.00 1 13 178 5.31% 0.39% 4.02% 11.61% 4.19% 0.34% 3.36% 8.96% 

Property 

& 

Casualty 

2004 1338 778 7.70 1 5 17 4.06% 0.54% 3.33% 8.40% 4.05% 0.54% 3.26% 8.54% 

2005 1353 813 9.11 1 5 19 4.42% 0.60% 3.21% 8.78% 4.42% 0.59% 3.21% 8.78% 

2006 1346 831 10.77 1 6 23 5.12% 0.52% 3.70% 11.57% 5.08% 0.53% 3.64% 11.22% 

2007 1374 864 11.99 1 7 26 5.49% 0.61% 3.79% 11.59% 5.26% 0.56% 3.70% 11.21% 

2008 1420 857 11.99 1 6 26 4.88% 0.54% 3.13% 10.77% 3.70% 0.43% 2.38% 8.08% 

2009 1404 813 10.66 1 4 22 3.62% 0.30% 2.17% 7.85% 2.75% 0.27% 1.73% 6.12% 

2010 1385 673 8.42 1 3 18 2.95% 0.23% 1.59% 6.95% 2.35% 0.19% 1.29% 5.37% 
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Table 3: Ratings Downgrades of ABS Securities Held by Insurance Firms 

 This table reports the change of ratings in S&P's downgrades of ABS securities that was held by any insurance companies at the end of year 

proceeding the downgrades. We include downgrades occurring during the financial crisis, i.e., from the third quarter of 2007 to the end of 2009.  

 

  
Rating After Downgrade 

  

  

AA A BBB BB B CCC CC C D Total % of Total 
R

a
ti

n
g
 B

ef
o
re

 D
o
w

n
g
ra

d
e AAA 948 666 573 455 721 131 7 0 2 3503 40.1% 

AA   451 329 136 166 132 21 0 0 1235 14.2% 

A   
 

572 268 224 206 34 0 1 1305 15.0% 

BBB   

  

395 276 307 80 0 5 1063 12.2% 

BB   
   

268 308 59 0 0 635 7.3% 

B   

    

514 95 0 2 611 7.0% 

CCC   
     

340 3 19 362 4.1% 

CC   

      

0 10 10 0.1% 

C   
       

3 3 0.0% 

Total 948 1117 1474 1254 1655 1598 636 3 42 8727 100.0% 

% of Total 10.9% 12.8% 16.9% 14.4% 19.0% 18.3% 7.3% 0.0% 0.5% 100.0% 
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Table 4: Accounting Treatment of Downgraded ABS 
This table reports statistics on insurance companies' accounting treatment of downgraded ABS. Two types 

of downgrade are considered: (a) from investment to non-investment grades and (b) from AAA to non-

investment grade. All downgrades during 2005 and 2010 are considered in Panel A, but only the 
downgrades in the fourth quarter of each year are considered in Panel B. Over the year in which the 

downgrade occurs, each position held at the beginning of year is classified into three groups: (i) kept at 

historical cost (HCA), (ii) kept but revalued to the market, and (iii) sold. The percentages of these groups 
are reported, conditional on the beginning-of-year (previous year-end) accounting treatment.  

Panel A: All Downgrades in 2005-2010 

      
 Accounting 
Treatment in 

Previous Year 

Life   Property & Casualty 

Total 

Number 

Treatment after Downgrade 

 
Total 

Number 

Treatment after Downgrade 

HCA Revalued Sell   HCA Revalued Sell 

A-1:  Investment to Non-Investment Grades 

HCA 5,337  70% 15% 14% 
 

1,588  40% 39% 21% 

Revalued 694  43% 30% 27% 
 

495  27% 35% 39% 

Total 6,031          2,083        

A-2:  AAA to Non-Investment Grade 

HCA 1,940  78% 9% 13% 
 

851  45% 36% 20% 

Revalued 59  75% 14% 12% 
 

119  19% 34% 47% 

Total 1,999          970        

          Panel B: All Downgrades in Fourth Quarter 

      
 Accounting 

Treatment in 
Previous Year 

Life   Property & Casualty 

Total 
Number 

Treatment after Downgrade 

 
Total 

Number 

Treatment after Downgrade 

HCA Revalued Sell   HCA Revalued Sell 

B-1:  Investment to Non-Investment Grades 

HCA 1,235  73% 14% 13% 

 

327  20% 60% 20% 

Revalued 47  47% 26% 28% 

 

59  20% 31% 49% 

Total 1,282          386        

B-2:  AAA to Non-Investment Grade 

HCA 532  78% 11% 11% 
 

220  16% 63% 20% 

Revalued 3  67% 0% 33% 

 

23  0% 48% 52% 

Total 535          243        
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Table 5: Summary Statistics of Unrealized Gains/Losses of ABS and Corporate Bond Positions 

  This table presents descriptive characteristics on the distribution of unrealized gains/losses on ABS (Panel A) and corporate bonds (Panel B) held 
by insurance firms. For each bond position, unrealized gain is the difference between the position's fair value and book-adjusted carrying value, 

measured as a percentage of book-adjusted carrying value.  

 
Panel A: Unrealized Gains/Losses of ABS 

           Life Firms   Property and Casualty Firms 

Year 

# of 

Positions 10th Pct 25th Pct 50th Pct 75th Pct 90th Pct   

# of 

Positions 10th Pct 25th Pct 50th Pct 75th Pct 90th Pct 

2004 14,196  -1.5% -0.2% 0.8% 4.4% 10.1% 
 

5,642  -1.7% -0.8% 0.0% 1.8% 5.9% 
2005 18,519  -3.3% -1.8% -0.1% 1.0% 5.3% 

 

7,072  -3.2% -2.0% -0.7% 0.1% 1.8% 

2006 23,180  -2.7% -1.1% 0.0% 1.0% 3.7% 

 

8,508  -2.7% -1.4% -0.2% 0.2% 1.4% 

2007 27,819  -17.0% -7.9% -2.0% 0.2% 2.8% 
 

9,886  -7.4% -1.7% -0.3% 0.6% 1.9% 
2008 27,507  -75.3% -55.4% -30.3% -8.5% -0.3% 

 

8,416  -54.6% -31.9% -12.1% -1.9% 0.0% 

2009 24,927  -60.8% -38.0% -16.0% -0.1% 7.6% 

 

6,733  -35.4% -15.0% -1.5% 1.7% 9.5% 

2010 21,056  -36.2% -18.5% -2.5% 4.8% 23.6%   4,281  -16.0% -4.0% 1.4% 6.9% 28.5% 

              Panel B: Unrealized Gains/Losses of Corporate Bonds 

          Life Firms   Property and Casualty Firms 

Year 
# of 

Positions 10th Pct 25th Pct 50th Pct 75th Pct 90thPct   
# of 

Positions 10th Pct 25th Pct 50th Pct 75th Pct 90th Pct 

2004 156,282  -0.9% 0.8% 4.0% 9.3% 15.3% 

 

69,897  -1.3% -0.1% 2.0% 6.4% 11.6% 

2005 155,060  -3.5% -1.6% 0.6% 5.0% 11.0% 

 

67,288  -3.4% -2.2% -0.5% 2.2% 7.0% 

2006 147,888  -4.0% -2.0% 0.1% 3.3% 8.0% 
 

66,790  -3.5% -2.2% -0.3% 1.6% 5.3% 
2007 146,744  -6.8% -2.6% 0.1% 2.8% 6.9% 

 

63,947  -3.6% -1.1% 0.3% 2.1% 4.8% 

2008 144,740  -31.5% -18.0% -6.6% 0.0% 4.9% 

 

63,542  -17.7% -7.6% -1.8% 1.0% 4.5% 

2009 139,580  -6.1% -0.1% 4.2% 7.8% 13.1% 
 

69,066  -0.5% 1.8% 4.7% 7.6% 11.9% 
2010 124,450  -0.9% 2.7% 7.1% 11.8% 17.4%   61,337  0.3% 2.4% 6.3% 10.4% 14.9% 
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Table 6: Probability of Revaluing ABS 

        This table reports logit estimates for the probability that an insurance company revalues its ABS  position. The dependent variable is a dummy 
that equals one if the insurance company revalues the ABS at a particular year-end, and zero otherwise.  Panel A reports the coefficient 

estimates.  Panel B reports the marginal effects of being a P&C insurance company (over being a life company), evaluated for (i) the crisis vs. 

non-crisis periods and (ii) the ABS being downgraded from investment to non-investment grades vs. not during the year. All other variables are 

held at the sample means. Standard errors, clustered by insurance company, are in parentheses.  *, **, and *** refer to statistical significance at 
10%, 5%, and 1% levels.  Variable definitions are in Appendix A. 

Panel A: Coefficient Estimates 
         

  (1) (2) (3) (4) (5) (6) (7) (8) 

 

Non-Crisis Crisis Non-Crisis Crisis All All All All 
         

P&C dummy 0.346 1.440*** 0.531** 1.616*** 0.360 0.379 0.560** 0.597** 

 

(0.245) (0.140) (0.215) (0.155) (0.252) (0.277) (0.231) (0.255) 

Downgrade dummy 

  

0.400 0.387*** 

  

0.709*** 0.660*** 

   
(0.276) (0.107) 

  
(0.157) (0.124) 

P&C dummy x Downgrade dummy 

  

1.645*** 0.276* 

  

0.387** 0.364** 

   
(0.424) (0.165) 

  
(0.168) (0.162) 

Crisis dummy 

    

-0.441* 

 

-0.517* 

 

     
(0.263) 

 
(0.276) 

 P&C dummy x Crisis dummy 

    

0.994*** 0.998*** 0.940*** 0.929*** 

     
(0.286) (0.323) (0.292) (0.322) 

ln(maturity) 

  

0.266*** 0.429*** 

  

0.306*** 0.335*** 

   
(0.058) (0.056) 

  
(0.046) (0.047) 

ln(issue size) 

  

-0.191*** -0.263*** 

  

-0.211*** -0.228*** 

   
(0.026) (0.025) 

  
(0.021) (0.019) 

Rating group fixed effects YES YES YES YES YES YES YES YES 

State fixed effects YES YES YES YES YES YES YES YES 

Year fixed effects YES YES YES YES NO YES NO YES 
         

Observations 104,482 108,757 102,301 106,373 213,448 213,448 208,881 208,881 

Pseudo R-squared 0.103 0.210 0.122 0.238 0.129 0.147 0.153 0.172 
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Panel B: Marginal Effects of P&C Dummy 
         

  (1) (2) (3) (4) (5) (6) (7) (8) 

 

Non-Crisis Crisis Non-Crisis Crisis All All All All 

Crisis dummy = 0 0.019 

   

0.019 0.019 

  Crisis dummy = 1 

 

0.081*** 

  

0.083*** 0.072*** 

  Crisis dummy = 0 and Downgrade dummy = 0 

  

0.030** 

   

0.030** 0.030** 

Crisis dummy = 0 and Downgrade dummy = 1 

  

0.596** 

   

0.148** 0.129** 

Crisis dummy = 1 and Downgrade dummy = 0 
   

0.089*** 
  

0.103*** 0.077*** 
Crisis dummy = 1 and Downgrade dummy = 1       0.216***     0.342*** 0.241*** 
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Table 7: Probability of Selling Downgraded ABS 

    This table reports logit estimates for the probability that an insurance company sells its downgraded ABS within 3 months after the downgrade. 
The first two columns are based on all downgrades.  Columns (3) and (4) are based on the downgrades from an investment grade to a non-

investment grade. Columns (5) and (6) are based on the downgrades from AAA to a non-investment grade. Panel A reports the coefficient 

estimates.  Panel B reports the marginal effects of (i) the company being a P&C insurance company (over being a life company) and (ii) the 
position being revalued by the company at previous year-end. All other variables are held at the sample means. Standard errors, clustered by 

insurance company, are in parentheses.  *, **, and *** refer to statistical significance at 10%, 5%, and 1% levels.  Variable definitions are in 

Appendix A. 
 

  (1) (2) (3) (4) (5) (6) 

 

All 

Downgrades 

All 

Downgrades 

Investment to  

Non-Investment 

Investment to 

Non-Investment 

AAA to 

Non-Investment 

AAA to  

Non-Investment 
              

Panel A: Coefficient Estimates 

             

P&C dummy 0.431*** 0.334*** 0.431*** 0.348** 0.722*** 0.698*** 

 

(0.115) (0.121) (0.146) (0.156) (0.205) (0.215) 

Revalue dummy 
 

0.397*** 
 

0.561*** 
 

0.809** 

  

(0.131) 

 

(0.202) 

 

(0.361) 

ln(maturity) 

 

0.063 

 

-0.303 

 

-1.058*** 

  
(0.100) 

 
(0.247) 

 
(0.376) 

ln(issue size) 

 

0.042 

 

0.073* 

 

0.151** 

  

(0.034) 

 

(0.044) 

 

(0.064) 

       
Rating group (before downgrade) 

fixed effects 
YES YES YES YES YES YES 

State fixed effects YES YES YES YES YES YES 

Year fixed effects YES YES YES YES YES YES 

       Observations 22,471 21,571 6,910 6,646 2,582 2,450 
Pseudo R-squared 0.0814 0.0852 0.112 0.120 0.116 0.126 
       

Panel B: Marginal Effects 

             

P&C dummy 0.032*** 0.025*** 0.035*** 0.028** 0.062*** 0.060*** 

Revalue dummy   0.031***   0.050**   0.083* 
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Table 8: Gains Trading and Probability of Selling Corporate Bonds 
This table reports logit estimates for the effects of unrealized gain on the probability that an insurance company will sell the bond during (i) non-crisis and 
(ii) crisis periods.  The dependent variable is a dummy that equals one if the insurance company holding the bond at the beginning of the quarter sells the 

bond during the quarter, and zero otherwise.  Panel A reports the coefficient estimates.  Panel B reports the effects of moving from the 25th to 75th 

percentiles of unrealized gains, evaluated for (i) the crisis vs. non-crisis periods, (ii) the insurance companies in the top quartile of exposure to ABS not 

revalued at the previous year-end, and (iii) the insurance companies in the bottom quartile of RBC ratio.  All other variables are held at the sample means.  
Standard errors, clustered by insurance company, are in parentheses.  *, **, and *** refer to statistical significance at 10%, 5%, and 1% levels.  Variable 

definitions are in Appendix A. 
 

Panel A: Coefficient Estimates 

  Life Firms   Property and Casualty Firms 

 
(1) (2) (3) (4) (5) (6) 

 
(7) (8) (9) (10) (11) (12) 

  Crisis Crisis Non-Crisis Non-Crisis All All   Crisis Crisis Non-Crisis Non-Crisis All All 
 

Main variables 

(1) Unrealized gain percentile 0.224** 0.219** -0.375*** -0.404*** -0.387*** -0.403*** 

 

-0.318*** -0.289*** -0.077 -0.081 -0.070 -0.068 

(0.104) (0.099) (0.074) (0.073) (0.075) (0.075) 

 

(0.106) (0.095) (0.063) (0.063) (0.063) (0.062) 

(2) High ABS exposure dummy 0.229* 0.251* 0.338*** 0.268*** 0.332*** 0.267*** 

 

0.194** 0.213*** 0.220*** 0.241*** 0.212*** 0.244*** 

(0.124) (0.129) (0.080) (0.080) (0.079) (0.078) 

 

(0.085) (0.079) (0.073) (0.074) (0.074) (0.074) 

(1) x (2) 0.013 -0.008 -0.323*** -0.311*** -0.318*** -0.314*** 

 

0.390** 0.309** 0.032 0.050 0.034 0.030 

(0.151) (0.141) (0.118) (0.120) (0.119) (0.120) 

 

(0.156) (0.151) (0.121) (0.109) (0.122) (0.111) 

(3) Low RBC ratio dummy 0.317** 0.252* 0.098 -0.023 0.087 -0.005 

 

-0.011 -0.028 0.077 0.062 0.081 0.067 

(0.152) (0.141) (0.072) (0.090) (0.070) (0.083) 

 

(0.094) (0.094) (0.081) (0.079) (0.081) (0.077) 

(1) x (3) -0.111 -0.136 0.332** 0.404** 0.329** 0.377** 

 

0.181 0.158 0.150 0.212* 0.164 0.206 

(0.166) (0.157) (0.155) (0.162) (0.153) (0.158) 

 

(0.172) (0.176) (0.127) (0.128) (0.125) (0.126) 

(1) x (2) x (3) 0.342* 0.428* -0.120 -0.132 -0.133 -0.095 

 

-0.437 -0.313 -0.195 -0.300 -0.202 -0.266 

(0.207) (0.253) (0.280) (0.284) (0.271) (0.286) 

 

(0.319) (0.327) (0.205) (0.184) (0.202) (0.192) 

(4) Revalue dummy 0.599*** 0.638*** 0.517*** 0.651*** 0.566*** 0.684*** 

 

0.212*** 0.181** 0.256*** 0.264*** 0.250*** 0.263*** 

(0.109) (0.115) (0.090) (0.170) (0.078) (0.147) 

 

(0.075) (0.075) (0.063) (0.058) (0.064) (0.057) 

Crisis dummy 

    

-0.591*** 

      

-0.082 

 

    

(0.080) 

      

(0.071) 

 Crisis dummy x (1) 

    

0.703*** 0.694*** 

     

-0.221** -0.203** 

    

(0.115) (0.108) 

     

(0.105) (0.103) 

Crisis dummy x (2) 

    

-0.081 -0.011 

     

-0.044 -0.063 

    

(0.115) (0.109) 

     

(0.096) (0.095) 

Crisis dummy x (1) x (2) 

    

0.295* 0.299* 

     

0.389** 0.347** 

    

(0.172) (0.171) 

     

(0.170) (0.166) 

Crisis dummy x (3) 

    

0.226 0.197 

     

-0.076 -0.115 

    

(0.154) (0.143) 

     

(0.103) (0.104) 

Crisis dummy x (1 ) x (3) 

    

-0.441 -0.459* 

     

0.026 -0.013 

    

(0.273) (0.235) 

     

(0.203) (0.207) 

Cont’d next page 
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Cont’d from previous page 

  Life Firms   Property and Casualty Firms 

 
(1) (2) (3) (4) (5) (6) 

 
(7) (8) (9) (10) (11) (12) 

  Crisis Crisis Non-Crisis Non-Crisis All All   Crisis Crisis Non-Crisis Non-Crisis All All 
 

             

Crisis dummy x (1) x (2) x (3) 

    

0.468* 0.398* 

     

-0.263 -0.158 

    

(0.283) (0.241) 

     

(0.338) (0.340) 

Crisis dummy x (4) 

    

0.136 0.012 

     

-0.064 -0.085 

    

(0.098) (0.151) 

     

(0.094) (0.103) 

Bond control variables 

ln(bond age) -0.217*** -0.197*** -0.223*** -0.208*** -0.239*** -0.198*** 

 

-0.180*** -0.179*** -0.189*** -0.185*** -0.181*** -0.177*** 

(0.028) (0.027) (0.023) (0.023) (0.021) (0.021) 

 

(0.032) (0.030) (0.023) (0.023) (0.023) (0.021) 

ln(maturity) -0.322*** -0.326*** -0.127*** -0.127*** -0.195*** -0.190*** 

 

-0.105*** -0.114*** 0.046* 0.045* -0.002 -0.004 

(0.034) (0.033) (0.023) (0.023) (0.022) (0.020) 

 

(0.033) (0.031) (0.027) (0.026) (0.022) (0.021) 

ln(issue size) 0.356*** 0.347*** 0.307*** 0.293*** 0.310*** 0.311*** 

 

0.242*** 0.236*** 0.231*** 0.223*** 0.232*** 0.228*** 

(0.016) (0.015) (0.012) (0.012) (0.012) (0.011) 

 

(0.015) (0.015) (0.012) (0.012) (0.011) (0.011) 

Bankruptcy dummy 1.881*** 1.907*** 2.329*** 2.412*** 1.953*** 2.017*** 

 

1.534*** 1.560*** 1.961*** 1.940*** 1.531*** 1.610*** 

(0.097) (0.100) (0.152) (0.158) (0.080) (0.085) 

 

(0.279) (0.281) (0.296) (0.315) (0.234) (0.246) 

Downgrade dummy 1.061*** 1.067*** 1.472*** 1.482*** 1.309*** 1.285*** 

 

1.491*** 1.502*** 1.496*** 1.529*** 1.413*** 1.491*** 

(0.076) (0.075) (0.047) (0.048) (0.043) (0.045) 

 

(0.079) (0.080) (0.073) (0.073) (0.058) (0.059) 

Insurance control variables 

ln(capital and surplus) 0.026 0.028 0.027 0.002 0.025 0.012 

 

-0.002 0.026 0.012 0.020 0.014 0.028 

(0.032) (0.033) (0.027) (0.025) (0.025) (0.024) 

 

(0.029) (0.033) (0.021) (0.020) (0.020) (0.020) 

% risky assets 0.007 0.007 0.006 0.007** 0.006* 0.007** 

 

0.004 0.004 -0.000 -0.000 -0.000 -0.000 

(0.005) (0.005) (0.004) (0.003) (0.004) (0.003) 

 

(0.003) (0.003) (0.000) (0.000) (0.000) (0.000) 

Leverage 0.491 0.501 0.382 0.448 0.407 0.482* 

 

0.281 0.031 0.013 -0.049 0.030 -0.059 

(0.417) (0.384) (0.323) (0.305) (0.293) (0.271) 

 

(0.453) (0.419) (0.323) (0.306) (0.300) (0.291) 

ROE -0.062 -0.237* 0.034 -0.039 0.030 -0.107 

 

0.027 -0.006 -0.386 -0.457* -0.276 -0.368 

(0.144) (0.129) (0.128) (0.133) (0.103) (0.102) 

 

(0.459) (0.475) (0.250) (0.270) (0.236) (0.250) 

              
Rating group fixed effects YES YES YES YES YES YES 

 
YES YES YES YES YES YES 

State fixed effects NO YES NO YES NO YES 
 

NO YES NO YES NO YES 

Quarter fixed effects YES YES YES YES NO YES 
 

YES YES YES YES NO YES 

              
Observations 1,109,964 1,109,964 1,609,938 1,609,938 2,719,902 2,719,902 

 

526,873 526,873 774,144 774,144 1,301,017 1,301,017 

Pseudo R-squared 0.056 0.066 0.037 0.048 0.040 0.052 

 

0.043 0.052 0.037 0.043 0.034 0.044 
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Table 8, cont’d: Gains Trading and Probability of Selling Corporate Bonds 

Panel B: Effects of Moving from the 25th to 75th Percentiles of Unrealized Gain 
  

  

Life Firms                                    

(Mean Selling Probability = 0.044)   

Property and Casualty Firms                   

(Mean Selling Probability = 0.054) 

  Non-Crisis Crisis Difference   Non-Crisis Crisis Difference 
        

Models (5) and (11)    

 

   

High ABS exposure dummy = 0 

and Low RBC ratio dummy = 0 

-0.006*** 0.004** 0.010***  -0.002 -0.005** -0.004 

High ABS exposure dummy = 1 

and Low RBC ratio dummy = 1 

-0.011*** 0.013*** 0.024***  -0.002 -0.003 -0.001 

 
       

Models (6) and (12)        

High ABS exposure dummy = 0 

and Low RBC ratio dummy = 0 

-0.005*** 0.005** 0.011***  -0.001 -0.005** -0.004 

High ABS exposure dummy = 1 
and Low RBC ratio dummy = 1 

-0.007*** 0.015*** 0.022***  -0.003 -0.002 0.000 
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Table 9: Trade Price Impact of Gains Trading on Corporate Bonds  

    This table reports coefficients of regressions of relative sale prices on estimated gains-trading selling pressure faced by insurance firms. For each 
sale transaction, relative sale price is calculated as the logged ratio of an insurance firm's sale price over the median market trade price for the bond 

during the week (from TRACE). Only the weeks in which each bond trades at least 3 times are used. Gains-trading selling pressure is measured as 

the incremental effect of unrealized gain on predicted selling probability of an insurance firm's position in the bond during the applicable calendar 

quarter. The incremental effect of unrealized gain on selling probability is the change in predicted probability as the unrealized gain percentile 
increases from 0.5 to the actual value, under the logit model (2) in Table 8, estimated separately for each calendar quarter. Standard errors, clustered 

by bond issuer level, are in parentheses.  *, **, and *** refer to statistical significance at 10%, 5%, and 1% levels. Variable definitions are in 

Appendixes A. 
 

  Life Firms   Property and Casualty Firms 

  (1) (2) (3)   (4) (5) (6) 

Main variables 

       Crisis dummy -0.005* -0.001 
  

-0.006*** -0.005*** 
 

 

(0.003) (0.002) 

  

(0.002) (0.002) 

 Gains-trading selling pressure 
 

0.003 -0.036 
  

-0.002 0.007 

  

(0.035) (0.053) 

  

(0.016) (0.023) 

Crisis dummy x Gains-trading selling pressure 

 

-0.249*** -0.202** 

  

-0.097 -0.080 

   

 

(0.069) (0.092) 

  

(0.078) (0.076) 

Bond control variables 

       ln(bond age) 0.001 0.001 0.001 
 

0.001* 0.001* 0.001 

 

(0.001) (0.001) (0.001) 

 

(0.001) (0.001) (0.001) 

ln(maturity) 0.001** 0.001 0.001 

 

0.002** 0.002** 0.002** 

 

(0.001) (0.000) (0.001) 

 

(0.001) (0.001) (0.001) 

ln(issue size) -0.000 -0.000 -0.000 
 

0.000 0.000 0.000 

 

(0.000) (0.000) (0.000) 

 

(0.000) (0.000) (0.000) 

Bankruptcy dummy -0.080 -0.072 -0.072 

 

-0.056 -0.055 -0.060 

 

(0.059) (0.057) (0.057) 

 

(0.043) (0.042) (0.042) 

Downgrade dummy -0.015** -0.016** -0.016** 
 

-0.008 -0.008 -0.008 

 

(0.006) (0.007) (0.007) 

 

(0.006) (0.006) (0.006) 

        Cont’d next page 
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Cont’d from previous page 

  Life Firms   Property and Casualty Firms 

  (1) (2) (3)   (4) (5) (6) 

Insurance control variables 

       ABS exposure -0.014 -0.011 -0.014 

 

0.018 0.015 0.014 

 

(0.021) (0.020) (0.019) 

 

(0.018) (0.017) (0.017) 

ln(RBC ratio) 0.004 0.003 0.004 

 

-0.001 -0.002 -0.002 

 
(0.005) (0.005) (0.005) 

 
(0.001) (0.001) (0.001) 

ln(capital and surplus) -0.002* -0.002* -0.002* 

 

-0.002** -0.002** -0.002** 

 

(0.001) (0.001) (0.001) 

 

(0.001) (0.001) (0.001) 

% risky assets -0.000 -0.000 -0.000 
 

0.000 0.000 0.000 

 

(0.000) (0.000) (0.000) 

 

(0.000) (0.000) (0.000) 

Leverage -0.001 0.001 0.001 
 

-0.014* -0.014* -0.014* 

 

(0.008) (0.007) (0.007) 

 

(0.008) (0.008) (0.008) 

ROE 0.000 -0.001 -0.001 

 

-0.000 -0.000 -0.000 

 

(0.002) (0.002) (0.002) 

 

(0.002) (0.002) (0.002) 

Market and transaction control variables 
       ln(trade size) 0.003** 0.003** 0.003** 

 

0.003** 0.003** 0.003** 

 
(0.001) (0.001) (0.001) 

 
(0.001) (0.001) (0.001) 

ln(number of sale trades in quarter) 0.003** 0.003*** 0.003*** 

 

0.004*** 0.004*** 0.004*** 

 

(0.001) (0.001) (0.001) 

 

(0.001) (0.001) (0.001) 

ln(median market trade price) -0.097** -0.100** -0.101** 

 

-0.073** -0.073** -0.075** 

 
(0.045) (0.045) (0.046) 

 
(0.035) (0.035) (0.036) 

ln(range of market trade price) -0.002* -0.001 -0.002* 

 

-0.003*** -0.003*** -0.003*** 

 

(0.001) (0.001) (0.001) 

 

(0.001) (0.001) (0.001) 
        

Rating group fixed effects YES YES YES 

 

YES YES YES 

State fixed effects YES YES YES 

 

YES YES YES 

Calendar quarter fixed effects NO NO YES 

 

NO NO YES 

        
Observations 102,399 102,399 102,399 

 

66,590 66,590 66,590 

R-squared 0.044 0.047 0.048 

 

0.041 0.041 0.044 
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Table 10: The Impact of Gains Trading on Corporate Bond Return 

      This table reports coefficients of regressions of quarterly bond return on average gains-trading selling pressure from insurance firms. To be 
included in the regression, the bonds must be held by at least 9 life insurance firms (25th percentile) at the end of previous year. Quarterly bond 

return is the log of change in prices on the last day when there are any trades of a bond from the previous quarter. Treasury return is the return on 

maturity-matched Treasury bond/note, proxied by the interpolated constant maturity Treasury bond/note from the Fed. Spread return is the 

maturity- and rating-matched corporate bond index return minus Treasury return. Corporate bond index return is calculated using Bank of 
America-Merrill Lynch bond index, adjusted for duration difference between the index and the bond of interest. For each bond in each quarter, 

gains-trading selling pressure is measured as either the incremental effect of unrealized gain on selling probability or the percentage unrealized 

gain, (value-weighted or equally-weighted) averaged across all positions of life insurance companies in the bond. The incremental effect of 
unrealized gain on selling probability is the change in predicted probability as the unrealized gain percentile increases from 0.5 to the actual value, 

under the logit model (2) in Table 8, estimated separately for each calendar quarter. Standard errors, clustered by bond issuer level, are in 

parentheses.  *, **, and *** refer to statistical significance at 10%, 5%, and 1% levels.  Variable definitions are in Appendix A. 
 

  Average Incremental Selling Probability of Unrealized Gain   Average Percentage Unrealized Gain 

 

(1) (2) (3) (4) 

 
(5) (6) (7) (8) 

  Equal Weighted Value Weighted   Equal Weighted Value Weighted 
          

Gains-trading selling pressure 5.304 10.838 -4.076 0.807 

 
0.604 -0.600 0.833 0.160 

 

(8.828) (11.112) (10.597) (13.454) 

 
(1.300) (2.694) (1.348) (2.155) 

Crisis dummy x -116.745*** -134.698*** -131.824*** -150.364*** 

 

-6.595** -7.536* -14.607*** -18.819*** 

  Gains-trading selling pressure (22.368) (27.606) (29.819) (35.103) 

 
(3.288) (4.383) (1.637) (2.038) 

Treasury return 0.643*** 0.660*** 0.643*** 0.660*** 

 
0.633*** 0.639*** 0.626*** 0.634*** 

 
(0.034) (0.033) (0.033) (0.033) 

 
(0.038) (0.037) (0.037) (0.037) 

Spread return 0.598*** 0.604*** 0.602*** 0.607*** 

 
0.596*** 0.594*** 0.584*** 0.581*** 

 
(0.037) (0.037) (0.035) (0.035) 

 
(0.043) (0.043) (0.042) (0.042) 

ln(bond age) -0.075 -0.302 -0.051 -0.307* 

 
-0.025 0.108 0.028 -0.613** 

 

(0.066) (0.185) (0.064) (0.186) 

 
(0.063) (0.356) (0.064) (0.272) 

ln(issue size) 0.098* 

 

0.084* 

  
-0.049 

 

-0.013 

 

 
(0.051) 

 

(0.049) 

  
(0.047) 

 

(0.045) 

 ln(maturity) -0.085* -0.156 -0.066 -0.131 

 
-0.059 -0.108 -0.075 -0.308 

 
(0.052) (0.266) (0.049) (0.264) 

 
(0.048) (0.353) (0.048) (0.310) 

Downgrade dummy -3.308* -2.025 -3.339* -2.089 

 
-4.036*** -2.159 -4.510*** -2.687* 

 

(1.982) (1.620) (1.965) (1.609) 

 
(1.546) (1.589) (1.558) (1.598) 

Cont’d next page 
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Cont’d from previous page 

  Average Incremental Selling Probability of Unrealized Gain   Average Percentage Unrealized Gain 

 

(1) (2) (3) (4) 

 
(5) (6) (7) (8) 

  Equal Weighted Value Weighted   Equal Weighted Value Weighted 

Bankruptcy dummy -13.760* -10.955 -13.291* -10.455 

 
-17.141* -14.286 -17.259* -14.192 

 

(8.335) (8.965) (7.750) (8.315) 

 
(9.812) (10.648) (9.593) (10.420) 

          
Rating group fixed effects Yes Yes Yes Yes 

 
Yes Yes Yes Yes 

Calendar quarter fixed effects Yes Yes Yes Yes 

 
Yes Yes Yes Yes 

Bond fixed effects No Yes No Yes 

 
No Yes No Yes 

Cluster at bond issuer level Yes Yes Yes Yes 

 
Yes Yes Yes Yes 

          
Observations 84,234 84,234 84,234 84,234 

 
84,234 84,234 84,234 84,234 

R-squared 0.313 0.320 0.314 0.321 

 
0.315 0.319 0.323 0.328 

Number of bonds   8,272   8,272     8,272   8,272 
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Figure 1: Number of Downgrades of ABS by S&P from Investment Grade to Speculative Grade 

This figure presents the number of downgrades of ABS securities from an investment grade to a 

speculative grade by S&P on quarterly basis. The bar shows the number of such downgrades of all ABS 
securities included in S&P's Ratings IQuerry.  We count only the downgrades affecting insurance 

companies (i.e., downgrades of the ABS securities held by any insurance firms) with the connected dots. 

\ 

Figure 2: Fraction of ABS Positions Revalued at Year End  

  This figure presents the number of ABS positions revalued to the market value as a percentage 
of all ABS positions across all life and P&C firms at the end of 2004-2010. We classify a 

position as revalued to the market value if the book or adjusted carrying value equals the fair 

value reported at year-end. 
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1 Introduction

The capitalization of financial intermediaries is arguably critical for economic fluctua-

tions and growth. We provide a dynamic model in which financial intermediaries are

collateralization specialists and firms need to collateralize promises to pay with tangible

assets. Financial intermediaries are modeled as lenders that are able to collateralize a

larger fraction of tangible assets than households who lend to firms directly, that is, are

better able to enforce their claims. Financial intermediaries require net worth as their

ability to refinance their collateralized loans from households is limited, as they, too,

need to collateralize their promises. The net worth of financial intermediaries is hence

a state variable and affects the dynamics of the economy. Importantly, both firm and

intermediary net worth play a role in our model and jointly affect the dynamics of firm

investment, financing, and loan spreads. Spreads on intermediated finance are high when

both firms and financial intermediaries are poorly capitalized and in particular when in-

termediaries are moreover poorly capitalized relative to firms. One of our main results

is that intermediaries accumulate net worth more slowly than the corporate sector. This

has important implications for economic dynamics. For example, a credit crunch, that is,

a drop in intermediary net worth, has persistent real effects and can result in a delayed

or stalled recovery.

In our model, firms can raise financing either from households or from financial inter-

mediaries. Firms have to collateralize their promises to pay due to limited enforcement.1

Both households and intermediaries extend collateralized loans, but financial intermedi-

aries are better able to collateralize promises and hence are able to extend more financing

per unit of tangible assets collateralizing their loans. Financial intermediaries in turn are

able to borrow against their loans, but only to the extent that other lenders themselves

can collateralize the assets backing the loans. Intermediaries thus need to finance the ad-

ditional amount that they are able to lend out of their own net worth. Since intermediary

net worth is limited, intermediated finance commands a positive spread.

The determinants of the capital structure for firms and intermediaries differ. Firms’

capital structure is determined by the extent to which the tangible assets required for

production can be collateralized. Intermediaries’ capital structure is determined by the

extent to which their collateralized loans can be collateralized themselves. In other words,

firms issue promises against tangible assets whereas intermediaries issue promises against

collateralized claims, which are in turn backed by tangible assets.

Intermediaries are essential in our economy in the sense that allocations can be

1Rampini and Viswanathan (2010, 2012) provide a dynamic model with collateral constraints which
are explicitly derived in an environment with limited enforcement.
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achieved with financial intermediaries, which cannot be achieve otherwise. Financial

intermediaries have constant returns in our model and hence there is a representative

financial intermediary. We first consider the equilibrium spread on intermediated finance

in a static environment with a representative firm.2 Importantly, the spread on interme-

diated finance critically depends on both firm and intermediary net worth. Given the

(representative) firm’s net worth, spreads are higher when the intermediary is less well

capitalized. However, spreads are particularly high when firms are poorly capitalized,

and intermediaries are poorly capitalized relative to firms at the same time. Poor capital-

ization of the corporate sector per se does not imply high spreads, as low firm net worth

reduces the demand for loans from intermediaries. Given the net worth of the interme-

diary sector, a reduction in the net worth of the corporate sector may reduce spreads as

the intermediaries can more easily accommodate the reduced loan demand.

Our model allows the analysis of the dynamics of intermediary capital. A main result

is that the accumulation of net worth of intermediaries is slow relative to that of the

corporate sector. We first consider the deterministic dynamics of intermediary net worth

and the spread on intermediated finance. In a deterministic steady state, intermediaries

are essential, have positive net worth, and the spread on intermediated finance is positive.

Dynamically, if firms and intermediaries are initially poorly capitalized, both firms and

intermediaries accumulate net worth over time. Importantly, firms in our model accumu-

late net worth faster than financial intermediaries, because the marginal and in particular

the average return on net worth for financially constrained firms is relatively high due to

the high marginal product of capital. Financial intermediaries accumulate net worth at

the interest rate earned on intermediated finance, which is at most the marginal return

on net worth of the corporate sector and may be below when the collateral constraint for

intermediated finance binds. Thus, intermediaries, with constant returns to scale, earn at

most the marginal return on all their net worth, whereas firms, with decreasing returns

to scale, earn the average return on their net worth.

Suppose that firms are initially poorly capitalized also relative to financial intermedi-

aries. Then the dynamics of the spread on intermediated finance are as follows. Because

the firms are poorly capitalized, the current demand for intermediated finance is low and

the spread on intermediated finance is zero. Intermediaries save net worth by lending to

households to meet higher future corporate loan demand. As the firms accumulate more

net worth, their demand for intermediated finance increases, and intermediary finance

2In Appendix A, we analyze the choice between intermediated and direct finance in the cross section
of firms in a static environment. More constrained firms borrow more from intermediaries, which is
empirically plausible and similar to the results in Holmström and Tirole (1997).
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becomes scarce and the spread rises. The spread continues to rise as long as the firm’s

collateral constraint for intermediated finance binds. Once the spread gets so high that

the collateral constraint is slack, the spread declines again as both firms and intermedi-

aries accumulate net worth. Since intermediary net worth accumulates more slowly, firms

may temporarily accumulate more net worth and then later on re-lever as they switch to

more intermediated finance when intermediaries become better capitalized. Eventually,

the spread on intermediated finance declines to the steady state spread as intermediaries

accumulate their steady state level of net worth.

A credit crunch, modeled as a drop in intermediary net worth, has persistent real

effects in our model. While small drops to intermediary net worth can be absorbed by

a cut in dividends, larger shocks reduce intermediary lending and raise the spread on

intermediated finance. Real investment drops, and indeed drops even if the corporate

sector is well capitalized, as the rise in the cost of intermediated finance raises firms’ cost

of capital. Remarkably, the recovery of investment after a credit crunch can be delayed,

or stall, as the cost of intermediated finance only starts to fall once intermediaries have

again accumulated sufficient net worth.

In a stochastic economy, we provide sufficient conditions for the marginal value of

intermediary and firm net worth to comove. For example, if intermediary net worth is

sufficiently low, these values comove and indeed move proportionally. Thus, the marginal

value of intermediary net worth may be high exactly when the marginal value of firm net

worth is high, too.

Few extant theories of financial intermediaries provide a role for intermediary capi-

tal. Notable is in particular Holmström and Tirole (1997) who model intermediaries as

monitors that cannot commit to monitoring and hence need to have their own capital at

stake to have incentives to monitor. In their analysis, firm and intermediary capital are

exogenous and the comparative statics with respect to these are analyzed. Holmström

and Tirole conclude that “[a] proper investigation ... must take into account the feed-

back from interest rates to capital values. This will require an explicitly dynamic model,

for instance, along the lines of Kiyotaki and Moore [1997a].” We provide a dynamic

model in which the joint evolution of firm and intermediary net worth and the interest

rate on intermediated finance are endogenously determined. Diamond and Rajan (2001)

and Diamond (2007) model intermediaries as lenders which are better able to enforce

their claims due to their specific liquidation or monitoring ability in a similar spirit to

our model, but do not consider equilibrium dynamics. In contrast, the capitalization of

financial intermediaries plays essentially no role in liquidity provision theories of finan-

cial intermediation (Diamond and Dybvig (1983)), in theories of financial intermediaries
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as delegated, diversified monitors (Diamond (1984), Ramakrishnan and Thakor (1984),

and Williamson (1986)) or in coalition based theories (Townsend (1978) and Boyd and

Prescott (1986)).

Dynamic models in which net worth plays a role, such as Bernanke and Gertler (1989)

and Kiyotaki and Moore (1997a), typically consider the role of firm net worth only, al-

though dynamic models in which intermediary net worth matters have recently been

considered (see, for example, Gertler and Kiyotaki (2010), who also summarize the recent

literature, and Brunnermeier and Sannikov (2010)). However, to the best of our knowl-

edge, we are the first to consider a dynamic model in which both firm and intermediary

net worth are critical and jointly affect the dynamics of financing, spreads, and economic

activity.

In Section 2 we describe the model. Section 3 studies how the spread on intermedi-

ated finance varies with firm and intermediary net worth in a simplified static version

of the model. The dynamics of intermediary capital are analyzed in Section 4. We first

consider the deterministic steady state and dynamics of firm and intermediary capital,

and the dynamic effects of a credit crunch. We then provide sufficient conditions for the

comovement of the marginal value of intermediary and firm net worth in a stochastic

economy. Section 5 concludes. All proofs are in Appendix B.

2 Model

We consider a model in which promises to pay need to be collateralized due to limited

enforcement. There are three types of agents: households, financial intermediaries, and

agents that run firms; we discuss these in turn. We consider an environment with a

representative firm. Time is discrete and the horizon infinite. There is an exogenous

state s ∈ S, which determines the firm’s productivity, that follows a Markov chain with

transition probability Π(s, s′), where S is a finite state space.3

2.1 Households

There is a continuum of households (of measure 1) in the economy which are risk neutral

and discount future payoffs at a rate R > 1 where R−1 > β and β ∈ (0, 1) is the discount

rate of agents who run firms, that is, households are more patient than the agents who

run firms. These lenders are assumed to have a large endowment of funds in all dates and

states, and have a large amount of collateral and hence are not subject to enforcement

3In a slight abuse of notation, we denote the cardinality of S by S as well.

4



problems but rather are able to commit to deliver on their promises. They are willing to

provide any state-contingent claim at an expected rate of return R so long as such claims

satisfy the firms’ and intermediaries’ collateral constraints.

2.2 Financial intermediaries as collateralization specialists

There is a continuum of financial intermediaries (of measure 1) which are risk neutral,

subject to limited liability, and discount future payoffs at βi where βi ∈ (β,R−1). Fi-

nancial intermediaries are collateralization specialists. Intermediaries are able to seize up

to fraction θi ∈ (0, 1) of the (resale value of) collateral backing promises issued to them;

we assume that θi > θ where θ ∈ (0, 1) is the fraction of collateral that households can

seize. The left-hand side of Figure 1 illustrates this, interpreting the fraction θ as struc-

tures, which both households and intermediaries can collateralize, and the fraction θi − θ

as equipment, which only financial intermediaries can collateralize. Financial interme-

diaries can in turn issue claims against their collateralized loans. Lenders to financial

intermediaries can lend to intermediaries up to the amount of the collateral backing the

intermediaries’ loans that they themselves can seize. Consider the problem of a repre-

sentative financial intermediary4 with current net worth wi and given the state of the

economy Z ≡ {s,w,wi} which includes the exogenous state s as well as two endogenous

state variables, the net worth of the corporate sector w and the net worth of the interme-

diary sector wi. The state-contingent interest rate on intermediated finance R′
i depends

on state s′ and the state Z of the economy, as shown below, but we suppress the argument

for notational simplicity.

The intermediary maximizes the discounted value of future dividends by choosing

a dividend payout policy di, state-contingent loans to households l′, state-contingent

intermediated loans to firms l′i, and state-contingent net worth w′
i next period to solve

vi(wi, Z) = max
{di,l′,l′i,w

′
i}∈R1+3#Z

+

di + βiE [vi(w
′
i, Z

′)] (1)

subject to the budget constraints

wi ≥ di + E[l′] + E[l′i], (2)

Rl′ + R′
il
′
i ≥ w′

i. (3)

4We consider a representative financial intermediary since intermediaries have constant returns to scale
in our model and hence aggregation in the intermediation sector is straightforward. The distribution of
intermediaries’ net worth is hence irrelevant and only the aggregate capital of the intermediation sector
matters.
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We denote variables which are measurable with respect to the next period, that is, depend

on the state s′, with a prime; that is, we use the shorthand w′ ≡ w(s′) and analogously

for other variables.

Note that we state the intermediary’s problem as if the intermediary only lends the

additional amount it can collateralize. This simplifies the notation and analysis. We

do not need to consider the intermediary’s collateral constraint explicitly, as the firms’

collateral constraint for financing ultimately provided by the households already ensures

that this constraint is satisfied, rendering the additional constraint redundant. However,

whenever the intermediary is essential in the sense that the allocation cannot be sup-

ported without an intermediary, the interpretation is that the firms’ claims are held by

the intermediary and the intermediary in turn refinances the claims with households to

the extent that they can collateralize the claims themselves. In contrast, we interpret

financing which does not involve the intermediary as direct or unintermediated financing.

The first order conditions, which are necessary and sufficient, can be written as

µi = 1 + ηd, (4)

µi = Rβiµ
′
i + Rβiη

′, (5)

µi = R′
iβiµ

′
i + R′

iβiη
′
i, (6)

µ′
i = vi,w(w′

i, Z
′), (7)

where the multipliers on the constraints (2) through (3) are µi and Π(Z,Z ′)βiµ
′
i, and ηd,

Π(Z,Z ′)Rβiη
′, and Π(Z,Z ′)R′

iβiη
′
i are the multipliers on the non-negativity constraints on

dividends and direct and intermediated lending; the envelope condition is vi,w(wi, Z) = µi.

2.3 Corporate sector

There is a representative firm which is risk neutral and subject to limited liability and

discounts the future at rate β. The representative firm (which we at times refer to

simply as the firm or the corporate sector) has limited net worth w and has access to a

standard neoclassical production technology A′f(k) where A′ > 0 is the stochastic total

factor productivity, f(·) is the production function, and k is the amount of capital the

firm deploys next period, which depreciates at the rate δ ∈ (0, 1). We assume that the

production function f(·) is strictly increasing and strictly concave and satisfies the usual

Inada condition. Total factor productivity A′ depends on the exogenous state s′ next

period, that is, A′ ≡ A(s′). We suppress the dependence on s′ and use the short-hand A′

throughout as discussed above. The firm can raise financing from both households and

intermediaries by issuing one-period collateralized state-contingent claims b′ to households

and b′i to intermediaries.
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We write the representative firm’s problem recursively. The firm maximizes the dis-

counted expected value of future dividends by choosing a dividend payout policy d, cap-

ital k, state-contingent promises b′ and b′i to households and intermediaries, and state-

contingent net worth w′ for the next period, taking the state-contingent interest rates on

intermediated finance R′
i and their law of motion as given, to solve:

v(w,Z) = max
{d,k,b′,b′i,w

′}∈R2
+×RS×R2S

+

d + βE [v(w′, Z ′)] (8)

subject to the budget constraints

w + E [b′ + b′i] ≥ d + k, (9)

A′f (k) + k(1 − δ) ≥ w′ + Rb′ + R′
ib

′
i, (10)

and the collateral constraints

θk(1 − δ) ≥ Rb′, (11)

(θi − θ)k(1 − δ) ≥ R′
ib

′
i, (12)

where θ is the fraction of tangible assets, that is, capital, that households can collateralize

while θi is the fraction of tangible assets that intermediaries can collateralize. Since the

firm issues state-contingent claims to both households and intermediaries and pricing of

the state-contingent loans is risk neutral, it is the expected value of the claims that enters

the budget constraint in the current period, equation (9). Depending on the realized state

next period, the firm repays Rb′ to households and R′
ib

′
i to financial intermediaries as the

budget constraint for the next period, equation (10), shows. The interest rate on direct

finance R is constant as discussed above. The middle and right-hand side of Figure 1

illustrate the collateral constraints (11) and (12). Note that the expectation operator E[·]
denotes the expectation conditional on state Z, but the dependence on the state is again

suppressed to simplify notation.

Importantly, to simplify the analysis we use notation that keeps track separately

of the claims that are ultimately financed by households (b′) and the claims that are

financed by intermediaries out of their own net worth b′i. In particular, whenever the

firm borrows from financial intermediaries and issues strictly positive promises R′
ib

′
i, the

corresponding promises Rb′ should be interpreted as being financed by the intermediary

who in turn refinances them by issuing equivalent promises to households. Thus, we

do not distinguish between claims financed by households directly, and claims financed

by households indirectly by lending to financial intermediaries against collateral backing

intermediaries’ loans. This allows a simple formulation of the collateral constraints: firms
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can borrow up to fraction θ of the resale value of their capital by issuing claims to

households (whether these are held directly or are indirectly financed via the intermediary)

and can borrow up to the difference in collateralization rates, θi−θ, additionally by issuing

claims which are financed by intermediaries out of their own net worth. We elaborate on

the enforcement and settlement of claims below.5

The first order conditions, which are necessary and sufficient, can be written as

µ = 1 + νd, (13)

µ = E [β (µ′ [A′fk (k) + (1 − δ)] + [λ′θ + λ′
i(θi − θ)] (1 − δ))] , (14)

µ = Rβµ′ + Rβλ′, (15)

µ = R′
iβµ′ + R′

iβλ′
i − R′

iβν ′
i, (16)

µ′ = vw(w′, Z ′), (17)

where the multipliers on the constraints (9) through (12) are µ, Π(Z,Z ′)βµ′, Π(Z,Z ′)βλ′,

and Π(Z,Z ′)βλ′
i, and νd and Π(Z,Z ′)R′

iβν ′
i are the multipliers on the non-negativity con-

straints on dividends and intermediated borrowing;6 the envelope condition is vw(w,Z) =

µ.

2.4 Enforcement and settlement

Rampini and Viswanathan (2010, 2012) study an economy with limited enforcement and

show that the optimal allocation can be implemented with complete markets in one period

ahead Arrow securities subject to state-by-state collateral constraints. These collateral

constraints are similar to the collateral constraints in Kiyotaki and Moore (1997a), except

that they are state-contingent. The borrowers’ and intermediaries’ collateral constraints

we analyze in this paper are in a similar spirit, although we do not derive them explicitly

from limited enforcement constraints here.

An important additional aspect that arises in the context with financial intermedi-

ation is the enforcement of claims intermediaries issue against loans they hold. Our

formulation of the contracting problem with separate constraints for promises ultimately

issued to households and promises financed by intermediaries themselves allows us to

5A model with two types of collateral constraints is also studied by Caballero and Krishna-
murthy (2001) who consider international financing in a model in which firms can raise funds from
domestic and international financiers subject to separate collateral constraints.

6We use Π(Z, Z′) for the transition probability of the state of the economy in a slight abuse of notation.
We ignore the constraints that k ≥ 0 and w′ ≥ 0 as they are redundant, due to the Inada condition and
the fact that the firms can never credibly promise their entire net worth next period (which can be seen
by combining (10) at equality with (11) and (12).
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sidestep this issue. Nevertheless, it is important to be explicit about our assumptions

about enforcement. We assume that collateralized promises can be used as collateral to

back other promises, to the extent that other lenders themselves can enforce payment on

such promises. Specifically, per unit of the resale value of tangible assets, firms in our

model can borrow a fraction θ from households and a fraction θi from intermediaries. In-

termediaries in turn can use the collateralized claims they own to back their own promises

to other lenders. However, per unit of collateral value backing their loans, intermediaries

can only refinance fraction θ from other lenders, which is less than the repayment they

themselves can enforce, that is, θi. Thus, intermediaries are forced to finance the differ-

ence, θi − θ, out of their own net worth. In contrast, an intermediary can promise the

entire value θi to other intermediaries, that is, the interbank market is frictionless in our

model, which is why we are able to consider a representative financial intermediary.

In terms of limited enforcement, the assumption is that firms can abscond with all cash

flows and a fraction 1−θ of collateral backing promises to households and a fraction 1−θi

of collateral backing promises to financial intermediaries. Financial intermediaries in

turn can abscond with their collateralized claims except to the extent that the collateral

backing their claims is in turn collateral backing their own promises to households, that

is, they can abscond with θi − θ per unit of collateral. If a financial intermediary were to

default on its promises, its lenders could enforce a claim up to the fraction θ of collateral

backing the intermediary’s loans directly from corporate borrowers.

2.5 Equilibrium

We now define an equilibrium in our economy. An equilibrium determines both aggregate

economic activity and the cost of intermediated finance in our economy.

Definition 1 (Equilibrium) An equilibrium is an allocation x ≡ [d, k, b′, b′i, w
′] for the

representative firm and xi ≡ [di, l
′, l′i, w

′
i] for the representative intermediary for all dates

and states and a state-contingent interest rate process R′
i for intermediated finance such

that (i) x solves the firm’s problem in (8)-(12) and xi solves the intermediary’s problem

(1)-(3) and (ii) the market for intermediated finance clears in all dates and states

l′i = b′i. (18)

Note that equilibrium promises are default free, as the promises satisfy the collateral

constraints (11) and (12), which ensures that neither firms nor financial intermediaries

are able to issue promises on which it is not credible to deliver. While this is of course

the implementation that we study throughout, we emphasize that the promises traded in

9



our economy are contingent claims and that these contingent claims may be implemented

in practice with noncontingent claims on which issuers are expected and in equilibrium

indeed do default (see Kehoe and Levine (2006) for an implementation with equilibrium

default in this spirit).

2.6 Endogenous minimum down payment requirement

Define the minimum down payment requirement ℘ when the firm borrows the maximum

amount it can from households only as ℘ = 1 − R−1θ(1 − δ).7 Similarly, define the

minimum down payment requirement when the firm borrows the maximum amount it

can from both households (at interest rate R) and intermediaries (at state-contingent

interest rate R′
i) as ℘i(R

′
i) = 1 − [R−1θ + E[(R′

i)
−1](θi − θ)](1 − δ) (illustrated on the

right-hand side of Figure 1). Note that the minimum down payment requirement, at

times referred to as the margin requirement, is endogenous in our model. Using this

definition and equations (14) through (16) the firm’s investment Euler equation can then

be written concisely as

1 ≥ E

[
β

µ′

µ

A′fk (k) + (1 − θi)(1 − δ)

℘i(R
′
i)

]
. (19)

2.7 User cost of capital with intermediated finance

We can extend Jorgenson’s (1963) definition of the user cost of capital to our model with

intermediated finance. Define the premium on internal funds ρ as 1/(R + ρ) ≡ E[βµ′/µ]

and the premium on intermediated finance ρi as 1/(R + ρi) ≡ E[(R′
i)
−1]. Using (14)

through (16) the user cost of capital u is

u ≡ r + δ +
ρ

R + ρ
(1 − θi)(1 − δ) +

ρi

R + ρi
(θi − θ)(1 − δ), (20)

where r + δ is the frictionless user cost derived by Jorgenson (1963) and r ≡ R − 1.

The user cost of capital exceeds the user cost in the frictionless model, because part of

investment needs to be financed with internal funds which are scarce and hence command

a premium ρ (the second term on the right hand side) and part of investment is financed

with intermediated finance which commands a premium ρi, as the funds of intermediaries

are scarce as well (the last term on the right hand side).8

7We use the character ℘, a fancy script p, for down payment (\wp in LaTeX and available under
miscellaneous symbols).

8Alternatively, the user cost can be written in a weighted average cost of capital representation as
u ≡ R/(R + ρ)(rw + δ) where the weighted average cost of capital rw is defined as rw ≡ (r + ρ)℘i(R′

i) +
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Internal funds and intermediated finance are both scarce in our model and command

a premium as collateral constraints drive a wedge between the cost of different types of

finance. The premium on internal finance is higher than the premium on intermediated

finance, as the firm would never be willing to pay more for intermediated finance than

the premium on internal funds.

Proposition 1 (Premia on internal and intermediated finance) The premium on

internal finance ρ (weakly) exceeds the premium on intermediated finance ρi

ρ ≥ ρi ≥ 0,

and the two premia are equal, ρ = ρi, iff the collateral constraint for intermediated finance

does not bind for any state next period, that is, E[λ′
i] = 0. Moreover, the premium on

internal finance is strictly positive, ρ > 0, iff the collateral constraint for direct finance

binds for some state next period, that is, E[λ′] > 0.

When all collateral constraints are slack, there is no premium on either type of finance,

but typically the inequalities are strict and both premia are strictly positive, with the

premium on internal finance strictly exceeding the premium on intermediated finance.

3 Effect of intermediary capital on spreads

In this section we study how the choice between intermediated and direct finance varies

with firm and intermediary net worth in a static (one period) version of our model with a

representative firm.9 We further simplify but considering the deterministic case, although

the results in this section do not depend on this assumption.10 The equilibrium spread

on intermediated finance depends on both firm and intermediary net worth. Given firm

net worth, spreads are higher when the intermediary is less well capitalized. Importantly,

the spread on intermediated finance depends on the relative capitalization of firms and

rR−1θ(1−δ)+(r+ρi)(R+ρi)−1(θi−θ)(1−δ). The cost of capital rw is a weighted average of the fraction
of investment financed with internal funds which cost r+ρ (first term on the right hand side), the fraction
financed with households funds at rate r (second term), and the fraction financed with intermediated
funds at rate r + ρi (third term).

9The capital structure implications for the cross section of firms with different net worth is analyzed
in Appendix A.

10With one period only, the interest rate on intermediated finance is independent of the state s′, as
the marginal value of net worth next period for financial intermediaries and firms equals 1 for all states,
that is, µ′ = µ′

i = 1, rendering the model effectively deterministic.
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intermediaries. Spreads are particularly high when firms are poorly capitalized and in-

termediaries are relatively poorly capitalized at the same time. Poor capitalization of the

corporate sector does not per se imply high spreads, as firms’ limited ability to pledge

may result in a reduction in firms’ loan demand which intermediaries with given net worth

can more easily accommodate.11

The representative intermediary solves

max
{di,l′,l′i,w

′
i}∈R4

+

di + βiw
′
i (21)

subject to (2) through (3). The representative firm solves

max
{d,k,b′,b′i,w

′}∈R2
+×R×R2

+

d + βw′ (22)

subject to (9) through (12). An equilibrium is defined in Definition 1. In addition to

the equilibrium allocation, the spread on intermediated finance, R′
i −R, is determined in

equilibrium.

The following proposition summarizes the characterization of the equilibrium spread.

Figures 2 through 4 illustrate the results. The key insight is that the spread on inter-

mediated finance depends on both the firm and intermediary net worth. Importantly,

low capitalization of the corporate sector does not necessarily result in a high spread on

intermediated finance. Indeed, it may reduce spreads. Similarly, while low capitalization

of the intermediation sector raises spreads, spreads are substantial only when the corpo-

rate sector is poorly capitalized and intermediaries are poorly capitalized relative to the

corporate sector at the same time.

Proposition 2 (Firm and intermediary net worth) (i) For wi ≥ w∗
i , intermedi-

aries are well capitalized and there is a minimum spread on intermediated finance β−1
i −

R > 0 for all levels of firm net worth. (ii) Otherwise, there is a threshold of firm

net worth w(wi) (which depends on wi) such that intermediaries are well capitalized

and the spread on intermediated finance is β−1
i − R > 0 as long as w ≤ w(wi). For

w > w(wi), intermediated finance is scarce and spreads are higher. For wi ∈ [w̄i, w
∗
i ),

spreads are increasing in w until w reaches ŵ(wi), at which point spreads stay constant

at R̂′
i(wi) − R ∈ (β−1

i − R,β−1 − R]. For wi ∈ (0, w̄i), spreads are increasing in w until

w reaches ŵ(wi), then decreasing in w until w̄(wi) is reached, at which point spreads stay

constant at β−1 − R. As wi → 0, ŵ(wi) → 0.

11Note that in Holmström and Tirole (1997) aggregate investment only depends on the sum of firm
and intermediary capital.
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Figure 2 displays the cost of intermediated finance as a function of firm net worth (w)

and intermediary net worth (wi). Figure 3 displays the contours of the various areas

in Figure 2. Figure 4 displays the cost of intermediated finance as a function of firm

net worth for different levels of intermediary net worth, and is essentially a projection of

Figure 2. When financial intermediaries are well capitalized the spread on intermediated

finance is at its minimum, β−1
i − R > 0. This is the case when financial intermediary

net worth is high enough (wi ≥ w∗
i ) so that they can accommodate the loan demand of

even a well capitalized corporate sector or when corporate net worth is relatively low so

that the financial intermediary sector is able to accommodate demand despite its low net

worth (w ≤ w(wi)). When intermediary capital is below w∗
i and the corporate sector

is not too poorly capitalized (w > w(wi)), spreads on intermediated finance are higher.

Indeed, when intermediary capital is in this range, higher firm net worth initially raises

spreads as loan demand increases (until firm net worth reaches ŵ(wi)). This effect can be

substantial when wi < w̄i. Indeed, interest rates in our example increase to around 200%

when financial intermediary net worth is very low, albeit our example is not calibrated.

If firm net worth is still higher, spreads decline as the marginal product of capital and

hence firms’ willingness to borrow at high interest rates declines. When corporate net

worth exceeds w̄(wi), the cost on intermediated finance is constant at β−1, which equals

the shadow cost of internal funds of well capitalized firms.

To sum up, spreads are determined by firm and intermediary net worth jointly.

Spreads are higher when intermediary net worth is lower. But firm net worth affects

both the demand for intermediated loans and, via investment, the collateral available to

back such loans. When collateral constraints bind, lower firm net worth reduces spreads.

4 Dynamics of intermediary capital

Our model allows the analysis of the dynamics of intermediary capital and indeed the

joint dynamics of the capitalization of the corporate and intermediary sector. We first

characterize a deterministic steady state and then analyze the deterministic dynamics

of firm and intermediary capitalization. Both firms and intermediaries accumulate cap-

ital over time, but the corporate sector initially accumulates net worth faster than the

intermediary sector, which has important implications for the dynamics of spreads on

intermediated finance. We also study the dynamic effects of a credit crunch, and show

that the economy may be slow to recover. Finally, we provide sufficient conditions for

the marginal values of firm and intermediary net worth to commove.
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4.1 Intermediaries are essential in a deterministic economy

We first show that intermediaries always have positive net worth, that is, they never

choose to pay out their entire net worth as dividends if the economy is deterministic or

eventually deterministic, that is, deterministic from some time T < +∞ onward.

Proposition 3 (Positive intermediary net worth) Financial intermediaries always

have positive net worth in an equilibrium in a deterministic or eventually deterministic

economy.

Since intermediaries always have positive net worth, the interest rate on intermediated

finance R′
i must in equilibrium be such that the representative firm never would want to

lend at that interest rate, as the following lemma shows:

Lemma 1 In any equilibrium, (i) the cost of intermediated funds (weakly) exceeds the

cost of direct finance, that is, R′
i ≥ R; (ii) the multiplier on the collateral constraint for

direct finance (weakly) exceeds the multiplier on the collateral constraint for intermediated

finance, that is, λ′ ≥ λ′
i; and (iii) the constraint that the representative firm cannot lend

at R′
i never binds, that is, ν′

i = 0 w.l.o.g. Moreover, in a deterministic economy, (iv) the

constraint that the representative intermediary cannot borrow at R′
i never binds, that is,

η′
i = 0; and (v) the collateral constraint for direct financing always binds, that is, λ′ > 0.

We define the essentiality of intermediaries as follows:

Definition 2 (Essentiality of intermediation) Intermediation is essential if an al-

location can be supported with a financial intermediary but not without.12

The above results together imply that financial intermediaries must always be essential.

First note that firms are always borrowing the maximal amount from households. If firms

moreover always borrow a positive amount from intermediaries, then they must achieve

an allocation that would not otherwise be feasible. If R′
i = R, then the firm must be

collateral constrained in terms of intermediated finance, too, that is, borrow a positive

amount. If R′
i > R, then intermediaries lend all their funds to the corporate sector and in

equilibrium firms must be borrowing from intermediaries. We have proved the following:

Proposition 4 (Essentiality of intermediaries) In an equilibrium in a deterministic

economy, financial intermediaries are always essential.

12This definition is analogous to the definition of essentiality of money in monetary theory (see, e.g.,
Hahn (1973)).
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4.2 Intermediary capitalization and spreads in a steady state

We define a deterministic steady state in the economy with an infinite horizon as follows:

Definition 3 (Steady state) A deterministic steady state equilibrium is an equilibrium

with constant allocations, that is, x∗ ≡ [d∗, k∗, b′∗, b′∗i , w′∗] and x∗
i ≡ [d∗

i , l
′∗, l′∗i , w′∗

i ].

In the deterministic steady state, intermediaries are essential, have positive capital, and

spreads are positive.

Proposition 5 (Steady state) In a steady state, intermediaries are essential, have

positive net worth, and pay positive dividends. The spread on intermediated finance is

R′∗
i − R = β−1

i − R > 0. Firms borrow the maximal amount from intermediaries. The

relative (ex dividend) intermediary capitalization is

w∗
i

w∗ =
βi(θi − θ)(1 − δ)

℘i(β
−1
i )

.

The relative (ex dividend) intermediary capitalization, that is, the ratio of the repre-

sentative intermediary’s net worth (ex dividend) relative to the representative firm’s net

worth (ex dividend), is the ratio of the intermediary’s financing (per unit of capital) to

the firm’s down payment requirement (per unit of capital). In a steady state, the shadow

cost of internal funds of the firm is β−1 − 1 while the shadow cost of internal funds of

the intermediary is β−1
i − 1 and equals the interest rate on intermediated finance R′∗

i − 1.

Since βi > β, intermediated finance is cheaper than internal funds for firms in the steady

state, and firms borrow as much as they can. In a steady state equilibrium, financial

intermediaries have positive capital and pay out the steady state interest income as div-

idends d∗
i = (R′∗

i − 1)l′∗i . Both firms and intermediaries have positive net worth in the

steady state despite the fact that their rates of time preference differ and both are less

patient than households.

4.3 Deterministic dynamics of intermediary capital and spreads

Consider the dynamics of both firm and intermediary capitalization in an equilibrium

converging to the steady state. We show that the equilibrium dynamics evolve in two

main phases, an initial one in which the corporate sector pays no dividends and a second

one in which the corporate sector pays dividends. Intermediaries do not pay dividends

until the steady state is reached, except that they may pay an initial dividend (at time 0),

if they are well capitalized relative to the corporate sector at time 0. We first state these

results formally and then provide an intuitive discussion of the equilibrium dynamics.
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Proposition 6 (Deterministic dynamics) Given w and wi, there exists a unique de-

terministic dynamic equilibrium which converges to the steady state characterized by a no

dividend region (ND) and a dividend region (D) (which is absorbing) as follows:

Region ND wi ≤ w∗
i (w.l.o.g.) and w < w̄(wi), and (i) d = 0 (µ > 1), (ii) the cost of

intermediated finance is

R′
i = max



R,min





(θi − θ)(1 − δ)
(

w
wi

+ 1
)

℘
,
A′fk

(
w+wi

℘

)
+ (1 − θ)(1 − δ)

℘







 ,

(iii) investment k = (w + wi)/℘ if R′
i > R and k = w/℘i(R) if R′

i = R, and

(iv) w′/w′
i > w/wi, that is, firm net worth increases faster than intermediary net

worth.

Region D w ≥ w̄(wi) and (i) d > 0 (µ = 1). For wi ∈ (0, w̄i), (ii) R′
i = β−1, (iii) k = k̄

which solves 1 = β[A′fk(k̄) + (1 − θ)(1 − δ)]/℘, (iv) w′
ex/w

′
i < wex/wi, that is,

firm net worth (ex dividend) increases more slowly than intermediary net worth,

and (v) w̄(wi) = ℘k̄ − wi. For wi ∈ [w̄i, w
∗
i ), (ii) R′

i = (θi − θ)(1 − δ)k/wi, (iii) k

solves 1 = β[A′fk(k) + (1 − θ)(1 − δ)]/(℘ − wi/k), (iv) w′
ex/w

′
i < wex/wi, that is,

firm net worth (ex dividend) increases more slowly than intermediary net worth, and

(v) w̄(wi) = ℘i(R
′
i)k. For wi ≥ w∗

i , w̄(wi) = w∗ and the steady state of Proposition 5

is reached with d = w − w∗ and di = wi − w∗
i .

Figure 5 displays the contours of the two regions in terms of firm net worth w and

intermediary net worth wi and Figure 6 illustrates the dynamics of firm and intermediary

net worth, the interest rate on intermediated finance, and investment over time. The

representative intermediary’s dividend policy is characterized as follows:

Lemma 2 (Initial intermediary dividend) The representative intermediary pays at

most an initial dividend and no further dividends until the steady state is reached. If

wi > w∗
i , the initial dividend is strictly positive.

To understand the intuition, suppose both firms and financial intermediaries are ini-

tially poorly capitalized, and assume moreover that firms are poorly capitalized even

relative to financial intermediaries. The dynamics of financial intermediary net worth

are relatively simple, since as long as no dividends are paid (which is the case until the

steady state is reached, except possibly at time 0), the intermediaries’ net worth evolves

according to the law of motion w′
i = R′

iwi, that is, intermediary net worth next period is

simply intermediary net worth this period plus interest income. When no dividends are
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paid, intermediaries lend out all their funds at the interest rate R′
i. Of course, the interest

rate R′
i needs to be determined in equilibrium.

Given our assumptions, the corporate sector’s net worth, investment and loan demand

evolve in several phases, which are reflected in the dynamics of the equilibrium interest

rate. If firms are initially poorly capitalized even relative to financial intermediaries,

as we assume, loan demand is low and intermediaries are relatively well capitalized. In

this case, except for a potential initial dividend, intermediaries conserve net worth to

meet future loan demand by lending some of their funds to households (see Panel B3 of

Figure 6) and spreads are zero, that is, R′
i = R (see Panel B1). In fact, the intermediaries’

lending to households exceeds their lending to the corporate sector early on. Corporate

investment is then k = w/℘i(R). Intermediaries accumulate net worth at rate R in this

phase while the corporate sector accumulates net worth at a faster rate, given the high

marginal product; thus, the net worth of the corporate sector rises relative to the net

worth of intermediaries. In Figure 6, this phase last from time t = 0 to t = 3, except

that the intermediary pays an initial dividend at t = 0, since Figure 6 considers an initial

drop in corporate net worth only.

Eventually, the increased net worth of the corporate sector raises loan demand so

that intermediated finance becomes scarce. The corporate sector then borrows all the

funds intermediaries are able to lend and invests k = (w + wi)/℘. The interest rate on

intermediated finance is determined by the collateral constraint, which is binding, and

equals R′
i = (θi − θ)(1 − δ) (w/wi + 1) /℘. Note that since corporate net worth increases

faster than intermediary net worth, the interest rate on intermediated finance rises in

this phase. As the corporate sector accumulates net worth, it can pledge more and the

equilibrium interest rate rises. In Figure 6, this occurs between t = 3 and t = 4.

As the net worth and investment of the corporate sector continues to rise faster than

intermediary net worth, the increase in firms’ collateral means that firms’ ability to pledge

no longer constrains their ability to raise intermediated finance. Intermediated finance is

scarce in this phase because of limited intermediary net worth, however, and so spreads are

high but declining. The law of motion of investment is as in the previous phase k = (w +

wi)/℘, while the equilibrium interest rate on intermediated finance is determined by R′
i =

[A′fk(k) + (1 − θ)(1 − δ)]/℘. Both firm and intermediary net worth continue to increase,

and hence investment increases and the equilibrium interest rate on intermediated finance

decreases. In Figure 6, this occurs between t = 4 and t = 5.

Eventually, the interest rate on intermediated finance reaches β−1, the shadow cost of

internal funds of the corporate sector. At that point, corporate investment stays constant

and firms start to pay dividends. However, intermediaries continue to accumulate net
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worth and the economy is not yet in steady state. As intermediaries accumulate net

worth, the corporate sector reduces its net worth by paying dividends. Essentially, the

corporate sector relevers as the supply of intermediated finance increases when financial

intermediary net worth increases. This is the case at t = 5 and t = 6 in Figure 6.

Once intermediary capital is sufficiently high to accommodate the entire loan demand

of the corporate sector at an interest rate β−1, the cost of intermediated funds decreases

further. As the interest rate on intermediated finance is now below the shadow cost of

internal funds of the corporate sector, the collateral constraint binds again. Investment

increases due to the reduced cost of intermediated financing. This phase lasts from t = 7

to t = 9 in Figure 6. Eventually, intermediaries accumulate their steady state level of net

worth and the cost of intermediated finance reaches β−1
i , the intermediaries’ shadow cost

of internal funds. The steady state is reached at t = 9 in Figure 6.

We emphasize two key aspects of the dynamics of intermediary capital, beyond the

fact that intermediary and firm net worth affect the dynamics jointly. First, intermediary

capital accumulates more slowly than corporate net worth in our model. Second, the

interest rate on intermediated finance is low when intermediaries conserve net worth to

meet the higher loan demand later on when the corporate sector is temporarily relatively

poorly capitalized. And vice versa, the corporate sector accumulates additional net worth

and spreads remain higher (and investment lower than in the steady state) as the corpo-

rate sector “waits” for intermediary net worth to rise and eventually reduce spreads, at

which point firms relever. The second two observations of course are a reflection of the

relatively slow pace of intermediary capital accumulation.

4.4 Dynamics of a credit crunch

Suppose the economy experiences a credit crunch, which we model here as an unantic-

ipated one-time drop in intermediary net worth wi. We assume that the economy is

otherwise deterministic and is in steady state when the credit crunch hits. Figure 7 il-

lustrates the effects of such a credit crunch on interest rates, net worth, intermediary

lending, and investment. The effect of a credit crunch depends on its size. Intermediaries

can absorb a small enough credit crunch simply by cutting dividends. But a larger drop

in intermediary net worth results in a reduction in lending and an increase in the spread

on intermediated finance. Moreover, the higher cost of intermediated finance increases

the user cost of capital (20) (as the premium on internal finance is either unchanged or

increases) and so investment drops. Thus, a credit crunch has real effects in our model.

Remarkably, investment drops even if the corporate sector is still well capitalized (that

is, even if w′∗ > w̄). The reason is that the cost of capital increases even if the corporate
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sector is well capitalized, as intermediaries’ capacity to extend relatively cheap financing

is reduced. In that case, the credit crunch results in a jump in the interest rate on inter-

mediated finance to R′
i = β−1 > R′∗

i = β−1
i and an immediate drop in investment (and

capital, which drops to k̄ < k∗). The real effects in our model are moreover persistent,

even if the corporate sector remains well capitalized. Indeed, the recovery of the real

economy can be delayed. After a sufficiently large credit crunch, investment and capital

remain constant at the lower level, and spreads remain constant at the elevated level,

until the intermediary sector accumulates sufficient capital to meet the loan demand. At

that point, intermediary interest rates start to fall and investment begins to recover, until

the economy eventually recovers fully.

If the corporate sector is no longer well capitalized after the credit crunch, the spread

on intermediated finance rises further and investment drops even more. This is the case

in Figure 7 at time 0 (see Panel B1 and B4). Moreover, after an initial partial recovery,

the recovery stalls, potentially for a long time (from time 1 to time 23 in Figure 7), in the

sense that the interest rate on intermediated finance remains at R′
i = β−1 and investment

remains constant below its steady state level (in fact, capital remains constant at k̄), until

the intermediaries accumulate sufficient capital. Then the recovery resumes.

If net worth of both the intermediaries and the corporate sector drop at the same time,

for example, because of a one-time depreciation shock to capital, then investment and

output fall more substantially. The dynamics of the recovery from such a downturn are

as described in Section 4.3. It is noteworthy, though, that the spreads on intermediated

finance may or may not go up in such a general downturn, and in fact may well go down

despite the scarcity of intermediary capital. The point is that the lower net worth of the

corporate sector reduces loan demand, possibly by more than the drop in intermediary net

worth reduces loanable funds. If corporate loan demand drops sufficiently, intermediaries

may pay a one time dividend when the downturn hits, and then cut dividends to zero

until the economy recovers.

4.5 Comovement of firm and intermediary capital

Do the marginal value of firm and intermediary net worth comove? We consider this

question in a stochastic economy which is deterministic from time 1 onward. Importantly,

this allows both firms and intermediaries to engage in risk management at time 0 and

hedge the net worth available to them in different states s′ ∈ S at time 1. We first show

that the representative firm optimally engages in incomplete risk management, that is,

the collateral constraint for direct finance against at least one state s′ ∈ S must bind. We

then provide sufficient conditions for the marginal value of net worth of the representative
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firm and the representative intermediary to comove.

Proposition 7 (Comovement of the value of firm and intermediary capital) In

an economy that is deterministic from time 1 onward and has constant expected produc-

tivity, (i) the representative firm must be collateral constrained for direct finance against

at least one state at time 1; (ii) the marginal value of firm and intermediary net worth

comove, in fact µ(s′)/µ(s′+) = µi(s
′)/µi(s

′
+), ∀s′, s′+ ∈ S, if λi(s

′) = 0, ∀s′ ∈ S. (iii) Sup-

pose moreover that there are just two states, that is, S = {ŝ′, š′}. If only one of the

collateral constraints for direct finance binds, λ(š′) > 0 = λ(ŝ′), then the marginal values

must comove, µ(ŝ′) > µ(š′) and µi(ŝ
′) ≥ µi(š

′).

Proposition 7 implies that the marginal values of firm and intermediary net worth comove,

for example, when the intermediary has very limited net worth and hence the collateral

constraints for intermediated finance are slack for all states. They also comove if the firm

hedges one of two possible states, as then the intermediary effectively must be hedging

that state, too. Thus, the marginal value of intermediary net worth may be high exactly

when the marginal value of firm net worth is high, too. The marginal values may however

move in opposite directions, for example, if a high realization of productivity raises firm

net worth substantially, which lowers the marginal product of capital and hence the

marginal value of firm net worth, while it may raise loan demand substantially and hence

raise the marginal value of intermediary net worth.

5 Conclusion

We develop a dynamic theory of financial intermediation and show that the capital of

both the financial intermediary and corporate sector affect real economic activity, such

as firm investment, financing, and the spread between intermediated and direct finance.

Financial intermediaries are modeled as collateralization specialists that are better able to

collateralize claims than households themselves. Financial intermediaries require capital

as their ability to borrow against their collateralized loans is limited by households’ ability

to collateralize the assets backing the loans themselves.

The spread on intermediated finance is high when both firms and intermediaries are

poorly capitalized, and in particular when intermediaries are moreover poorly capitalized

relative to firms. Intermediary capital in our model accumulates more slowly than the

capital of firms, and thus spreads on intermediated finance may initially rise as loan

demand increases more than loanable funds as the net worth of the corporate sector

increases relative to the net worth of financial intermediaries. A credit crunch, that is,
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a drop in intermediary net worth results in a drop in intermediated finance, a rise in

spreads on intermediated loans, and a drop in real activity. The recovery can be delayed,

or stall, with real activity constant at a reduced level and persistently high spreads on

intermediated finance, because it takes time for intermediaries to reaccumulate sufficient

net worth. In the cross section, the model predicts that more constrained firms borrow

from financial intermediaries, consistent with stylized facts. In addition, the model shows

that the marginal value of intermediary and firm net worth may comove. Our model may

provide a useful framework for the analysis of the dynamic interaction between financial

structure and economic activity.
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Appendix

Appendix A: Intermediated vs. direct finance in the cross section

This appendix considers the static environment without uncertainty of Section 3 taking

the spread on intermediated finance as given to show that our model has plausible im-

plications for the choice between intermediated and direct finance in the cross section

of firms. Consider the firm’s problem taking the interest rate on intermediated finance

R′
i as given. Each firm maximizes (22) subject to (9) through (12) given its net worth

w. Severely constrained firms borrow as much as possible from intermediaries while less

constrained firms borrow less from intermediaries and dividend paying firms do not bor-

row from intermediaries at all, consistent with the cross sectional stylized facts. These

cross-sectional results are similar to the ones in Holmström and Tirole (1997).

Proposition 8 (Intermediated vs. direct finance across firms) Suppose R′
i > β−1.13

(i) Firms with net worth w ≤ wl borrow as much as possible from intermediaries, firms

with net worth wl < w < wu borrow a positive amount from intermediaries but less than

the maximal amount, and firms with net worth exceeding wu do not borrow from interme-

diaries, where 0 < wl < wu. (ii) Only firms with net worth exceeding w̄ pay dividends at

time 0, where wu < w̄ < ∞. (iii) Investment is increasing in w and strictly increasing

for w ≤ wl and wu < w < w̄.

Intermediated finance is costlier than direct finance. Indeed, under the conditions of

the proposition, intermediated finance is costlier than the shadow cost of internal finance

of well capitalized firms. Thus, well capitalized firms, which pay dividends, do not borrow

from financial intermediaries. In contrast, firms with net worth below some threshold

(wu) have a shadow cost of internal finance which is sufficiently high that they choose to

borrow a positive amount from intermediaries. For severely constrained firms, with net

worth below wl, the shadow cost of internal funds is so high that they borrow as much as

they can from intermediaries, that is, their collateral constraint for intermediated finance

binds. Moreover, more constrained firms have lower investment and are hence smaller.

The cross-sectional capital structure implications are plausible: smaller (and more

constrained) firms borrow more from financial intermediaries and have higher costs of

financing, while larger (and less constrained firms) borrow from households, for example

in bond markets, and have lower financing costs.

13We consider the case in which R′
i > β−1 since, proceeding analogously as in the first part of the

proof, one can show that R′
i < β−1 would imply that λ′

i > 0 and thus the cross sectional financing
implications would be trivial as all firms would borrow the maximal amount from intermediaries. When
R′

i = β−1, this would also be true without loss of generality.
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Appendix B: Proofs

Proof of Proposition 1. Using (16) and the fact that ν′
i = 0 (proved below in Lemma 1,

part (iii)), we have (R′
i)
−1 = βµ′/µ + βλ′

i/µ and, taking expectations,

1

R + ρi
≡ E

[
(R′

i)
−1

]
=

1

R + ρ
+ E

[
β

λ′
i

µ

]

and hence ρ ≥ ρi with equality iff E[λ′
i] = 0. Moreover, since R′

i ≥ R (proved below

in Lemma 1, part (i)), ρi ≥ 0. Finally, using (15), we have 1/(R + ρ) ≡ E[βµ′/µ] =

1/R − E[βλ′/µ], implying that ρ > 0 iff E[λ′] > 0. 2

Proof of Proposition 2. First, consider the intermediary’s problem. The first order

conditions are (4)-(6) and µ′
i = 1 + η′

d, where βiη
′
d is the multiplier on the constraint

w′
i ≥ 0. Since (3) holds with equality, the non-negativity constraints on l′ and l′i render

the non-negativity constraint on w′
i redundant and hence µ′

i = 1. Using (5) we have

η′ = (Rβi)
−1µi − 1 ≥ (Rβi)

−1 − 1 > 0 (and l′ = 0) and similarly using (6) η′
i > 0 as long

as R′
i < β−1

i . Therefore, for l′i > 0 it is necessary that R′
i ≥ β−1

i . If R′
i > β−1

i , then µ′
i > 1

(and l′i = wi) while if R′
i = β−1

i , 0 ≤ l′i ≤ wi.

Now consider the representative firm’s problem. The first order conditions are (4)-(6)

and µ′ = 1 + ν′
d, where βν ′

d is the multiplier on the constraint w′ ≥ 0. Proceeding as in

the proof of Proposition 8 one can show that µ′ = 1. Suppose ν′
i > 0 (and hence b′i = 0).

Since k > 0, (12) is slack and λ′
i = 0. Using (13) and (16) we have 1 ≤ µ < R′

iβ which

implies that R′
i > β−1. But at such an interest rate on intermediated finance l′i = wi > 0,

which is not an equilibrium as b′i = 0. Therefore, ν′
i = 0 and R′

i ≤ β−1. Moreover, if

R′
i < β−1, then λ′

i = (R′
iβ)−1µ − 1 > 0 and hence b′i = (R′

i)
−1(θi − θ)k(1 − δ) > 0. Since

l′i = 0 if R′
i < β−1

i , we have R′
i ∈ [β−1

i , β−1] in equilibrium. The firm’s investment Euler

equation (19) simplifies to 1 = β(1/µ)[A′fk(k)+(1−θi)(1−δ)]/℘i(R
′
i). Given the interest

rate on intermediated finance, the firm’s problem induces a concave value function and

thus µ (weakly) decreases in w, implying that k (weakly) increases.

We first show that intermediaries are well capitalized and there is a minimum spread

on intermediated finance β−1
i − R > 0 for all levels of firm net worth when wi ≥ w∗

i and

for levels of firm net worth w ≤ w(wi) when wi < w∗
i . If R′

i = β−1
i , a well capitalized firm

invests k∗ which solves (19) specialized to 1 = β[A′fk(k
∗)+(1− θi)(1− δ)]/℘i(β

−1
i ), while

less well capitalized firms invests k ≤ k∗. The intermediary can meet the required demand

for intermediated finance for any level of firm net worth w if wi ≥ w∗
i ≡ βi(θi−θ)k∗(1−δ).

Suppose instead that wi < w∗
i . In this case the intermediary is able to meet the firm’s loan

demand at R′
i = β−1

i only if the firm is sufficiently constrained; the constrained firm invests
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k = w/℘i(β
−1
i ) using (9), (11), and (12) at equality, and thus b′i = βi(θi − θ)k(1− δ); the

intermediary can meet this demand as long as w ≤ w(wi) ≡ ℘i(β
−1
i )/[βi(θi − θ)(1− δ)]wi.

Suppose now that wi < w∗
i and w > w(wi) as defined above. First, consider wi ∈

[w̄i, w
∗
i ) where w̄i ≡ β(θi − θ)k̄(1 − δ) and 1 = β[A′fk(k̄) + (1 − θ)(1 − δ)]/℘, that is, w̄i

is the loan demand of the well capitalized firm when the cost of intermediated finance

is R′
i = β−1. Note that R′

i < β−1 on (w̄i, w
∗
i ) since the intermediary has more than

enough net worth to accommodate the loan demand of the well capitalized firm (and

thus any constrained firm) at R′
i = β−1. Thus, the firm’s collateral constraint binds,

that is, wi = (R′
i)
−1(θi − θ)k(1 − δ). If the firm is poorly capitalized, d = 0 and (9)

implies w + wi = ℘k, and R′
i = (θi − θ)(1 − δ)(w/wi + 1). If the firm is well capitalized,

µ = 1 and k̄(wi) solves 1 = β[A′fk(k̄(wi)) + (1 − θi)(1 − δ)]/[℘ − wi/k̄(wi)]. Moreover,

w̄(wi) ≡ ℘k̄(wi) − wi and for w ≥ w̄(wi) the cost of intermediated finance is constant

at R̄′
i(wi) = (θi − θ)k̄(wi)(1 − δ)/wi. Note that R̄′

i(w
∗
i ) = β−1

i and w̄(w∗
i ) = ℘k∗ − w∗

i =

℘i(β
−1
i )k∗ = w(w∗

i ), that is, the two boundaries coincide at w∗
i . In contrast, at w̄i we

have w(w̄i) = ℘i(β
−1
i )/[βi(θi − θ)(1 − δ)]w̄i = ℘i(β

−1
i )β/βik̄ = ℘k̄β/βi − w̄i < w̄(w̄i) and

R̄′
i(w̄i) = β−1.

Finally, consider wi ∈ (0, w̄i) and w > w(wi) as defined above. If the firm is well

capitalized (16) implies λ′
i = (R′

iβ)−1 − 1 ≥ 0. Moreover, since wi < w̄i the intermediary

cannot meet the well capitalized firm’s loan demand at R′
i = β−1 and thus the cost

of intermediated finance is in fact β−1 and λ′
i = 0, that is, the collateral constraint

for intermediated finance does not bind. Thus, the firm’s investment Euler equation (19)

simplifies to 1 = β[A′fk(k̄)+(1−θi)(1−δ)]/℘i(β
−1) which is solved by k̄ as defined earlier

in the proof. Define w̄(wi) ≡ ℘k̄−wi; the firm is well capitalized for w ≥ w̄(wi). Suppose

w < w̄(wi) and hence µ > 1. If the collateral constraint for intermediated finance does not

bind, then (16) implies R′
i = β−1µ > β−1 and (19) implies R′

i = [A′fk(k)+(1−θ)(1−δ)]/℘,

while (9) yields w + wi = ℘k. Observe that k < k̄ and R′
i decreases in w. If instead

the collateral constraint binds, then R′
i = (θi − θ)k(1 − δ)/wi and w + wi = ℘k (so

long as w > w(wi)). Note that k and R′
i increase in w in this range. The collateral

constrain is just binding at ŵ(wi) ≡ ℘k̂(wi)−wi where [A′fk(k̂(wi))+(1− θ)(1− δ)]/℘ =

(θi − θ)k̂(wi)(1 − δ)/wi.

We now show that if the collateral constraint for intermediated finance binds at some

w < w̄(wi) then it binds for all w− < w. Note that d = 0 in this range and w + wi = ℘k.

At w−, either b′−i < wi and R′
i = β−1

i and hence λ′−
i = (β−1

i β)−1µ− − 1 > 0 or b′−i = wi

and w−+wi = ℘k−, implying k− < k. Suppose the collateral constraint for intermediated

finance is slack at w−. Then R′−
i b′−i < (θi − θ)k−(1 − δ) < (θi − θ)k(1 − δ) = R′

ib
′
i and
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since b′−i = wi and b′i ≤ wi by above R′−
i wi < R′

ib
′
i ≤ R′

iwi which implies R′−
i < R′

i. But

R′−
i β = µ− = β

A′fk(k
−) + (1 − θi)(1 − δ)

℘ − (R′−
i )−1(θi − θ)(1 − δ)

> β
A′fk(k) + (1 − θi)(1 − δ)

℘ − (R′
i)
−1(θi − θ)(1 − δ)

= µ > R′
iβ

or R′−
i > R′

i, a contradiction.

Moreover, w(wi) < ŵ(wi) < w̄(wi) on wi ∈ (0, w̄i). Suppose, by contradiction,

that ŵ(wi) ≤ w(wi) and recall that w(wi) + wi = ℘k and ŵ(wi) + wi = ℘k̂(wi),

so k̂(wi) ≤ k. But R̂′
i(wi) = (θi − θ)k̂(wi)(1 − δ)/wi ≤ (θi − θ)k(1 − δ)/wi = β−1

i .

But if R̂′
i(wi) ≤ β−1

i , then at ŵ(wi) we have µ = R̂′
i(wi)β < 1 (since the collat-

eral constraint is slack), a contradiction. Thus, w(wi) < ŵ(wi). Suppose, again by

contradiction, that w̄(wi) ≤ ŵ(wi) and hence k̄ ≤ k̂(wi). Recall that k̂(wi) solves

[A′fk(k̂(wi)) + (1 − θ)(1 − δ)]/℘ = (θi − θ)k̂(wi)(1 − δ)/wi. At w̄i this equation is solved

by k̄ (and R̂′
i(w̄i) = β−1), but since wi < w̄i, k̂(wi) < k̄, a contradiction. Moreover, as

wi → 0, k̂(wi) → 0 and ŵ(wi) = ℘k̂(wi) − wi → 0. 2

Proof of Proposition 3. Consider a deterministic economy. Suppose intermediaries

pay out their entire net worth at some point. From that point on, the firm’s problem is

as if there is no intermediary. We first characterize the solution to this problem and then

show that the solution implies shadow interest rates on intermediated finance at which it

would not be optimal for intermediaries to exit.

To characterize the solution in the absence of intermediaries, consider a steady state

at which µ = µ′ ≡ µ̄ and note that (15) implies λ̄′ = ((Rβ)−1 − 1)µ̄ > 0. The investment

Euler equation (19) simplifies to 1 = β[A′fk(k) + (1 − θ)(1 − δ)/℘ which defines k̄. The

firm’s steady state net worth is w̄′ = A′f(k̄) + (1 − θ)k̄(1 − δ) and the firm pays out

d̄ = w̄′ − ℘k̄ = A′f(k̄) − k̄[1 − (R−1θ + (1 − θ))(1 − δ)]

> A′f(k̄) − β−1k̄[1 − (R−1θ + β(1 − θ))(1 − δ)]

=

∫ k̄

0

[A′fk(k) − β−1(1 − (R−1θ + β(1− θ))(1 − δ))]dk > 0.

Therefore, µ̄ = 1. Investment k̄ is feasible as long as w ≥ w̄ = w̄′ − d̄. Whenever w < w̄,

k < k̄ and hence using (19) we have µ/µ′ = β[A′fk(k) + (1 − θ)(1 − δ)]/℘ > 1. The

shadow interest rate on intermediated finance is R′
i = β−1µ/µ′ ≥ β−1 for all values of

w. But then it cannot be optimal for intermediaries to pay out all their net worth in

a deterministic economy as keeping ε > 0 net worth for one more period improves the

objective by (βiR
′
i − 1)ε > 0.

Consider now an eventually deterministic economy. From time T onward, the economy

is deterministic and the conclusion obtains by above as long as the intermediary has
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positive net worth in all states at time T . Suppose not, that is, suppose intermediary net

worth is zero for some state. As before the discounted marginal value on an infinitesimal

amount of intermediary net worth at time T lent out for one period is at least βiR
′
i ≥

βiβ
−1 > 1 since R′

i ≥ β−1. Lending for τ periods thus guarantees a discounted marginal

value of (βiβ)τ . As τ → ∞, the marginal value grows without bound. (Note that since

we consider an infinitesimal amount, the collateral constraint cannot be biding for any

finite τ .) The expected marginal value of this lending policy at time 0 is at least (βiR)T

times the marginal value at time T and hence grows without bound as τ → ∞.

But the marginal value of intermediary net worth at time 0 is finite as either the inter-

mediary pays dividends and the marginal value is one, or the intermediary saves into at

least one state at R′
i and thus µi = R′

iβµ′
i and R′

i is bounded above by (12) and otherwise

R′
i = R. Furthermore, µ′

i is bounded by a similar argument going forward until dividends

are paid at which point the marginal value is one. But then it cannot be an equilibrium

for intermediaries to pay out all their net worth. 2

Proof of Lemma 1. Part (i): If R′
i < R, then using (15) and (16) we have 0 <

(R−R′
i)βµ′ ≤ R′

iβλ′
i and thus b′i > 0. But (5) and (6) imply that 0 < (R−R′

i)βµ′
i ≤ R′

iβη′
i

and thus l′i = 0, which is not an equilibrium.

Part (ii): Given ν′
i = 0 (see part (iii)), (15) and (16) imply that λ′ = (R′

i/R − 1)µ′ +

R′
i/Rλ′

i ≥ λ′
i.

Part (iii): First, suppose to the contrary that ν′
i > 0. Then λ′

i = 0 as b′i = 0 <

(R′
i)

−1(θi − θ)k(1 − δ) implies that (12) is slack. Using (16) and (15) we have βµ′R′
i >

µ ≥ βµ′R and thus R′
i > R. Equations (5) and (6) imply that Rη′−R′

iη
′
i = (R′

i−R)µ′
i > 0

and thus η′ > 0 and l′ = 0. But if w′
i > 0, which is always true under the conditions of

Proposition 3, we have l′i = (R′
i)
−1w′

i > 0 = b′i, which is not an equilibrium. If instead

w′
i = 0, then l′i = 0 and we can set R′

i = (βµ′/µ)−1 and η′
i = 0 w.l.o.g.

Part (iv): Suppose to the contrary that η′
i > 0 (and hence l′i = 0). Since intermediaries

never pay out all their net worth in a deterministic economy, equation (3) implies 0 <

w′
i ≤ Rl′ and hence η′ = 0. But then (5) and (6) imply βiµ

′
i/µiR = 1 > βiµ

′
i/µiR

′
i or

R > R′
i contradicting the result of part (i). Thus, η′

i = 0 and µ′
i = (βiR

′
i)

−1µi.

Part (v): Suppose λ′ = 0. Then (15) reduces to 1 = βµ′/µR and thus 1 ≤ µ = βRµ′ <

µ′ and d′ = 0. By part (ii), λ′
i = 0 and using (16) we have R′

i = R, µ′
i = (βR)−1µi >

1, and d′
i = 0. The investment k∗∗ solves R = [A′fk(k

∗∗) + (1 − θi)(1 − δ)]/℘i(R) or

R − 1 + δ = A′fk(k
∗∗); this is the first best investment when dividends are discounted at

R and it can never be optimal to invest more than that. To see this use (19) and note

[A′fk(k) + (1 − θi)(1 − δ)]/℘i(R
′
i) = µ/(βµ′) ≥ R = [A′fk(k

∗∗) + (1 − θi)(1 − δ)]/℘i(R),
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that is, fk(k) ≥ fk(k
∗∗). Note that the firm’s net worth next period, using (10) and (19),

is

w′ = A′f(k∗∗) + (1 − θi)(1 − δ)k∗∗ − [Rb′ − θ(1 − δ)k∗∗]− [Rb′i − (θi − θ)(1 − δ)k∗∗]

> R℘i(R)k∗∗ − [Rb′ − θ(1 − δ)k∗∗] − [Rb′i − (θi − θ)(1 − δ)k∗∗] = R[k∗∗ − b′ − b′i]

= Rwex.

Note that d′ = 0, d′
i = 0, k′ ≤ k∗∗, and w′ > wex, and from (9) next period, k′ = w′+b′′+b′′i .

If R′′
i > R, then b′′i = w′

i and b′′ = R−1θ(1 − δ)k′. Therefore, ℘k′ = w′ + w′
i, but using

(9) we have ℘k∗∗ ≤ k∗∗ − b′ = wex + b′i < w′ + w′
i = ℘k′, a contradiction. If R′′

i = R,

then b′′ + b′′i = k′ − w′ < k∗∗ − wex = b′ + b′i, that is, the firm is paying down debt, and

w′′ > w′ and w′′
i > w′

i. But then w and wi grow without bound unless the firm or the

intermediary eventually pay a dividend. But since µ and µi are strictly increasing as long

as R′
i = R, if either pays a dividend at some future date, then µ < 1 or µi < 1 currently,

a contradiction. 2

Proof of Proposition 5. First, note that k∗ > 0 due to the Inada condition and hence

w′∗ ≥ A′f(k∗) + k∗(1 − θi)(1 − δ) > 0. Moreover, d∗ > 0 since otherwise the value would

be zero which would be dominated by paying out all net worth. Hence, µ∗ = µ′∗ = 1. By

Proposition 3 intermediary net worth is positive and hence d∗
i > 0 (arguing as above),

which implies µ∗
i = µ′∗

i = 1. But then η′∗ = (Rβi)
−1 − 1 > 0 and l′∗i > 0 (and η′∗

i = 0),

since otherwise intermediary net worth would be 0 next period. Therefore, R′∗
i = β−1

i ,

and thus λ′∗
i = (β−1

i β)−1 − 1 > 0, that is, the firm’s collateral constraint for interme-

diated finance binds. Moreover, k∗ solves 1 = β[A′fk(k
∗) + (1 − θi)(1 − δ)]/℘i(β

−1
i )

and d′∗, b′∗, b′∗i , and w′∗ are determined by (9)-(12) at equality. Specifically, d∗ =

A′f(k∗)+k∗(1−θi)(1−δ)−℘i(β
−1
i )k∗ > 0 and b′∗i = βi(θi−θ)k∗(1−δ). The net worth of

the firm after dividends is w∗ = ℘i(β
−1
i )k∗. Finally, l′∗i = b′∗i = w∗

i and d∗
i = (β−1

i −1)w∗
i . 2

Proof of Proposition 6. Consider first region D and take w ≥ w̄(wi) (to be defined

below) and d > 0 forever (µ = µ′ = 1). The investment Euler equation then implies

1 = β[A′fk(k) + (1 − θi)(1 − δ)]/℘i(Ri). If the collateral constraint for intermediated

finance (12) does not bind, then µ = R′
iβµ′, that is, R′

i = β−1, and investment is constant

at k̄ which solves 1 = β[A′fk(k̄)+(1−θi)(1−δ)]/℘i(β
−1) or, equivalently, 1 = β[A′fk(k̄)+

(1 − θ)(1− δ)]/℘. Define w̄(wi) ≡ ℘k̄ −wi and w̄i = β(θi − θ)k̄(1− δ). At w̄i, (12) is just

binding. For wi ∈ (0, w̄i), (12) is slack. Moreover, w′
i = β−1wi and, if w′

i ∈ (0, w̄i), the

ex dividend net worth is wex = w̄(wi) both in the current and next period, and we have
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immediately w′
ex/w

′
i < wex/wi. Further, using (10) and (19) we have

w′ = A′f(k̄) + (1 − θ)k̄(1 − δ)− R′
iwi > [A′fk(k̄) + (1 − θ)(1 − δ)]k̄ − R′

iwi = R′
iw̄(wi).

But w′
ex = w̄(w′

i) < w̄(wi)w
′
i/wi = R′

iwex, so d′ = w′ − w′
ex > 0. For wi ∈ [w̄i, w

∗
i ),

(12) binds and k(wi) solves 1 = β[A′fk(k(wi)) + (1 − θi)(1 − δ)]/[℘ − wi/k(wi)] and

R′
i = (θi − θ)k(wi)/wi(1 − δ). Note that the last two equations imply that k(wi) ≥ k̄,

wi/k(wi) ≥ w̄i/k̄, and R′
i ≤ β−1 in this region. As before, define w̄(wi) = ℘k(wi) − wi

and note that the ex dividend net worth is wex = w̄(wi). Suppose w+
i > wi then k(w+

i ) >

k(wi), k(w+
i )/w+

i < k(wi)/wi, and w+
ex/w

+
i = ℘k(w+

i )/w+
i − 1 < wex/wi. Moreover,

w′
i = R′

iwi > wi and hence k (strictly) increases and R′
i (strictly) decreases in this region.

Proceeding as before,

w′ = A′f(k(wi)) + (1 − θi)k(wi)(1 − δ) > [A′fk(k(wi)) + (1 − θi)(1 − δ)]k(wi)

≥ R′
iβ[A′fk(k(wi)) + (1 − θi)(1 − δ)]k(wi) = R′

iw̄(wi).

But w′
ex = w̄(w′

i) < w̄(wi)w
′
i/wi = R′

iwex, so d′ = w′ − w′
ex > 0. Finally, if wi ≥ w∗

i and

w ≥ w̄(wi) = w∗, the steady state of Proposition 5 is reached.

We now show that the above policies are optimal for both the firm and the interme-

diary given the interest rate process in region D and hence constitute an equilibrium.

Since R′
i > β−1

i before the steady state is reached, the intermediary lends its entire net

worth to the firm, l′i = wi, and does not pay dividends until the steady state is reached.

Hence, the intermediary’s policy is optimal. To see that the firm’s policy is optimal in

region D, suppose that the firm follows the optimal policy from the next period onward

but sets d̃ = 0 in the current period. If the firm invests the additional amount, then

k̃ = (wi + w)/℘ > k and w̃′ > w′ (and therefore µ̃′ = 1). The investment Euler equation

requires 1 = β/µ̃[A′fk(k̃)+ (1− θi)(1− δ)]/℘i(R
′
i), but since fk(k̃) < fk(k) and k satisfies

the investment Euler equation at µ = µ′ = 1, this implies µ̃ < 1, a contradiction. Suppose

the firm instead invests the same amount k̃ = k but borrows less b̃′i < b′i. Then w̃′ > w′,

µ̃′ = 1, and from (19) µ̃ = 1. If R′
i < β−1, then (12) is binding, a contradiction. If

R′
i = β−1, then the firm is indifferent between paying dividends in the current period or

in the next period. But in equilibrium b′i = wi and hence d̃ = d > 0 for the representative

firm. By induction starting at the steady state and working backwards, the firm’s policy

is optimal in region D. Further, we show in Lemmata 3 and 4 that the equilibrium in

region D is the unique equilibrium converging to the steady state.

Consider now region ND with wi ≤ w∗
i (as Lemma 2 shows) and w < w̄(wi) as defined

in the characterization of region D above and d = 0. Denote the firm’s ex dividend

net worth by wex ≤ w. There are 3 cases to consider: wex/wi > w̄/w̄i, wex/wi ∈
[w∗/w∗

i , w̄/w̄i], and wex/wi < w∗/w∗
i .
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First, if wex/wi > w̄/w̄i, then wex +wi < w̄(wi)+wi = w̄+ w̄i and k ≤ (wex +wi)/℘ <

(w̄ + w̄i)/℘ = k̄. Note that since b′i ≤ wi − di ≤ wi, we have wex/b
′
i ≥ wex/wi > w̄/w̄i. If

(12) binds, then R′
i = (θi−θ)(1−δ)(wex/b

′
i +1)/℘ > (θi−θ)(1−δ)(w̄/w̄i +1)/℘ = β−1. If

(12) does not bind, then R′
i = [A′fk(k)+(1−θ)(1−δ)]/℘ > [A′fk(k̄)+(1−θ)(1−δ)]/℘ =

β−1. In either case, R′
i > β−1, and hence d = 0, di = 0, and b′i = wi.

Second, consider wex/wi ∈ [w∗/w∗
i , w̄/w̄i]. If wex/b

′
i > w̄/w̄i we are in the first region

and hence di = 0 and b′i = wi, a contradiction. Hence, w.l.o.g. wex/b
′
i ∈ [w∗/w∗

i , w̄/w̄i].

Take w̃i such that wex/b
′
i = w̄(w̃i)/w̃i. Note that (12) binds at w̃i and w̄(w̃i), and thus

b′i + wex < w̃i + w̄(w̃i) and moreover k < k̂(w̃i). If (12) does not bind, then

R̂′
i(w̃i) = (θi − θ)(1 − δ)(w̄(w̃i)/w̃i + 1)/℘ > (θi − θ)(1 − δ)(wex/b

′
i + 1)/℘ > R′

i

= [A′fk(k) + (1 − θ)(1 − δ)]/℘ > [A′fk(k̂(w̃)) + (1 − θ)(1 − δ)]/℘.

But since (12) binds at w̃i and w̄(w̃i), R̂′
i(w̃i) < [A′fk(k̂(w̃)) + (1 − θ)(1 − δ)]/℘, a

contradiction. Therefore, (12) binds and R′
i = R̂′

i(w̃i). From (19), βµ′/µ[A′fk(k) + (1 −
θi)(1− δ)]/℘i(R

′
i) = 1 = β[A′fk(k̂(w̃i))+ (1− θi)(1− δ)]/℘i(R̂

′
i(w̃i)) and, since k < k̂(w̃i),

µ > µ′ ≥ 1, that is, d = 0. Further, if wex/wi ∈ (w∗/w∗
i , w̄/w̄i], then R′

i ∈ (β−1
i , β−1], and

thus di = 0 and b′i = wi. If wex/wi = w∗/w∗
i , then either di > 0 or b′i < wi yields R′

i > β−1
i

and therefore di = 0 and b′i = wi at such wex and wi as well.

Third, consider wex/wi < w∗/w∗
i . As before, w.l.o.g. wex/b

′
i < w∗/w∗

i . Then from (12),

R′
i ≤ (θi−θ)(1−δ)(wex/b

′
i +1)/℘ < (θi−θ)(1−δ)(w∗/w∗

i +1)/℘ = β−1
i , that is, R′

i < β−1
i .

From (19), βµ′/µ[A′fk(k)+(1−θi)(1−δ)]/℘i(R
′
i) = 1 = β[A′fk(k

∗)+(1−θi)(1−δ)]/℘i(β
−1
i )

and, since k < k∗ and R′
i < β−1

i , µ > µ′ ≥ 1, that is, d = 0. Moreover, (12) binds, since

otherwise β−1
i > R′

i = [A′fk(k) + (1 − θ)(1 − δ)]/℘ > [A′fk(k
∗) + (1 − θ)(1 − δ)]/℘, but

since in the steady state (12) binds β−1
i < [A′fk(k

∗) + (1 − θ)(1 − δ)]/℘, a contradiction.

Thus, we conclude that d = 0, (property (i) in the statement of the proposition),

di = 0 (except possibly in the first period (see Lemma 2), that R′
i satisfies the equation

in property (ii) of the proposition), and that b′i = wi and k = (w + wi)/℘ if R′
i > R and

k = w/℘i(R) if R′
i = R (property (iii)). Moreover, using (10) and (19) we have

w′ = A′f(k) + (1 − θi)(1 − δ)k − [R′
ib

′
i − (θi − θ)(1 − δ)k]

> R′
i℘i(R

′
i)k − [R′

ib
′
i − (θi − θ)(1 − δ)k] ≥ R′

i℘k − R′
ib

′
i = R′

iw,

which, together with the fact that w′
i = R′

iwi, implies that w′/w′
i > w/wi (property (iv)).

Note that the equilibrium is thus unique in region ND as well. 2

Proof of Lemma 2. We first show that di > 0 when wi > w∗
i . If w ≥ w∗, the stationary

state is reached and the result is immediate. Suppose hence that w < w∗. Suppose
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instead that di = 0. We claim that R′
i < β−1

i for such wi and w. Either R′
i = R and hence

the claim is obviously true or R′
i > R, but then b′i = wi. Using (12) and (9) we have

R′
i ≤ (θi−θ)(1−δ)k/b′i ≤ (θi−θ)(1−δ)(w/wi+1) < (θi−θ)(1−δ)(w∗/w∗

i +1) = β−1
i , that

is, R ≤ R′
i < β−1

i . But as long as di = 0, w′
i = R′

iwi ≥ Rwi > wi, that is, intermediary

net worth keeps rising. If eventually firm net worth exceeds w∗, then the steady state is

reached and µ′
i = 1 from then onward. But then µi = βiR

′
iµ

′
i = βiR

′
i < 1, which is not

possible. The intermediary must pay a dividend in the first period, because if it pays a

dividend at any pont after that, an analogous argument would again imply that µi < 1 in

the first period, which is not possible. Similarly, if w < w∗ forever, then w > w∗
i forever

and the firm must eventually pay a dividend in this region, as never paying a dividend

cannot be optimal. But by the same argument again then the dividend must be paid in

the first period.

To see that at most an initial dividend is paid and no further dividends are paid until

the steady state is reached, note that in equilibrium once R′
i > β−1

i , then this is the case

until the steady state is reached. But as long as R′
i > β−1

i , the intermediary does not pay

a dividend (and this is true w.l.o.g. also at a point where R′
i = β−1

i before the steady state

is reached). Before this region is reached, R′
i < β−1

i , but then the intermediary would not

postpone a dividend in this region, as other wise again µi = βiR
′
iµ

′
i = βiR

′
i < 1, which is

not possible. 2

Lemma 3 Consider an equilibrium with R′
i ∈ [β−1

i , β−1] and µ = µ′ = 1 and assume the

equilibrium is unique from the next period onward. Consider another equilibrium interest

rate R̃′
i, then k̃ ≶ k and R̃′

i ≶ R′
i is impossible.

Proof of Lemma 3. Using (19) at the two different equilibria, if k̃ ≶ k and R̃′
i ≶ R′

i,

then

µ̃

µ̃′ = β
A′fk(k̃) + (1 − θi)(1 − δ)

℘i(R̃
′
i)

≷ β
A′fk(k) + (1 − θi)(1 − δ)

℘i(R
′
i)

= 1 (23)

If k̃ < k and R̃′
i < R′

i = β−1
i , then by (23) µ̃ > µ̃′. Thus, µ̃ > µ̃′R̃′

iβi implying that (12)

must be binding. But then the firm must pay a dividend and 1 = µ̃ > µ̃′, a contradiction.

If k̃ > k and R̃′
i > R′

i and the collateral constraint binds at the original equilibrium,

then w̃′ ≥ A′f(k̃) + (1 − θ)i)(1 − δ)k̃ > A′f(k) + (1 − θi)(1 − δ)k = w′. Since w̃′ > w′,

µ′ = 1, and the equilibrium is unique , µ̃′ = 1. By (23), µ̃ < µ̃′ = 1, a contradiction.

If k̃ > k and R̃′
i > R′

i and the collateral constraint does not bind at the original

equilibrium, the R′
i = β−1 (using (16)). But then µ̃/µ̃′ ≥ R̃′

iβ > 1 while (23) implies

µ̃/µ̃′ < 1, a contradiction. 2
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Lemma 4 The equilibrium in region D is the unique equilibrium converging to the steady

state.

Proof of Lemma 4. The proof is by induction. First, note that if w ≥ w∗ and

wi ≥ w∗
i , then the unique steady state is reached. Consider an equilibrium interest rate

R′
i in region D and suppose the equilibrium is unique from the next period on. Suppose

R′
i ∈ [β−1

i , β−1) and consider another equilibrium with R̃′
i. If the collateral constraint

(12) binds at this equilibrium, then R̃′
i = (θi − θ)(1− δ)k̃/wi ≷ (θi − θ)(1− δ)k/wi = R′

i,

which is impossible by Lemma (3). If the collateral constraint (12) does not bind at this

equilibrium and k̃ < k, then R̃′
i < (θi − θ)(1 − δ)k̃/wi < (θi − θ)(1 − δ)k/wi = R′

i, which

is also impossible by Lemma (3). If the collateral constraint (12) does not bind at this

equilibrium and k̃ > k, by Lemma (3) R̃′
i < Ri. But then by (16) µ̃/µ̃′ = βR̃′

i < βR′
i < 1.

Since k̃ > k and the collateral constraint binds at R′
i, w̃′ > w′ implying µ̃′ = 1 and

by above inequality µ̃ < 1, a contradiction. Thus for R′
i ∈ [β−1

i , β−1) the equilibrium is

unique. Suppose R′
i = β−1. By Lemma (3), we need only consider the two cases k̃ ≷ k and

R̃′
i ≶ R′

i = β−1. If k̃ < k and R̃′
i > β−1, (16) implies that µ̃ > 1 and hence the firm does

not pay a dividend. But then the firm must be borrowing less from intermediaries, which

cannot be an equilibrium as l′i = wi at this interest rate. If k̃ > k and R̃′
i < R′

i = β−1, and

if (12) binds at R̃′
i, R̃′

i = (θi − θ)(1− δ)k̃/wi > (θi − θ)(1 − δ)k/wi ≥ R′
i, a contradiction;

if (12) instead does not bind at R̃′
i, µ̃/µ̃′ = βR̃′

i < 1. Since k̃ > k and R̃′
ib̃

′
i ≤ R′

iwi,

w̃′ > w′ implying µ̃′ = 1 and by above inequality µ̃ < 1, a contradiction. Therefore the

equilibrium in region D is unique. 2

Proof of Proposition 7. Part (i): By assumption the expected productivity in the

first period equals the deterministic productivity from time 1 onward (denoted Ā′ here),

that is, E[A′] = Ā′. Define the first best level of capital kfb by r + δ = Ā′fk(kfb).

Using the definition of the user cost of capital the investment Euler equation (19) for the

deterministic case can be written as

r + δ +
ρ

R + ρ
(1 − θi)(1 − δ) +

ρi

R + ρi
(θi − θ)(1 − δ) = RβĀ′fk(k

∗) < Ā′fk(k
∗)

and thus k∗ < kfb. Now suppose that λ(s′) = 0, ∀s′ ∈ S. Part (ii) of Lemma 1 then

implies that λi(s
′) = 0, ∀s′ ∈ S, and (15) and (16) simplify to µ = Rβµ′ and µ = R′

iβµ′,

implying that R′
i = R, ∀s′ ∈ S, and that d′ = 0, ∀s′ ∈ S, as otherwise µ < 1. Moreover,

(6) simplifies to µi = Rβiµ
′
i and thus d′

i = 0, ∀s′ ∈ S, as well since otherwise µi < 1.

Investment Euler equation (19) reduces to r + δ = Ā′fk(kfb), that is, investment must be

kfb. We now show that this implies that the sum of the net worth of the intermediary

and the firm exceeds their steady state (cum dividend) net worth in at least one state,
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which in turn implies that at least one of them pays a dividend, a contradiction. To see

this note that w′ = A′f(kfb) + kfb(1 − δ)− Rb′ − R′
ib

′
i and w′

i = Rl′ + R′
il
′
i ≥ R′

il
′
i = R′

ib
′
i

and thus

w′+w′
i ≥ A′f(kfb)+kfb(1−δ)−Rb′ ≥ A′f(kfb)+(1−θ)kfb(1−δ) > A′f(k∗)+(1−θ)k∗(1−δ)

whereas w′∗ + w′∗
i = Ā′f(k∗) + (1 − θ)k∗(1 − δ). For A′ > Ā′, w′ + w′

i > w′∗ + w′∗
i , and

either the intermediary or the firm (or both) must pay a dividend, a contradiction.

Part (ii): If λi(s
′) = 0, ∀s′ ∈ S, then (βµ′/µ)−1 = R′

i = (βiµ
′
i/µi)

−1 where the first

equality uses (16) and the second equality uses (6) and the fact that part (iv) of Lemma 1

holds for an eventually deterministic economy.

Part (iii): Since λ(ŝ′) = 0, λi(ŝ
′) = 0 by part (ii) of Lemma 1 and Ri(ŝ

′) = R.

From (15), µ(ŝ′) = µ(š′) + λ(š′) > µ(š′). Using (6), (βiµi(ŝ
′)/µi)

−1 = R ≤ Ri(š
′) =

(βiµi(š
′)/µi)

−1 and thus µi(ŝ
′) ≥ µi(š

′). 2

Proof of Proposition 8. The first order conditions are (13)-(16) and µ′ = 1+ ν′
d where

βν ′
d is the multiplier on the constraint w′ ≥ 0. By the Inada condition, (14) implies that

k > 0 and using (10) at equality and (11) and (12) we have d′ ≥ A′f(k)+k(1−θi)(1−δ) > 0

and µ′ = 1. But (13) and (15) imply 1 ≤ µ = Rβ + Rβλ′ and thus λ′ > 0 since Rβ < 1

by assumption; that is, all firms raise as much financing as possible from households.

Suppose the firm pays dividends at time 0. Then µ = µ′ = 1 and (16) implies

0 > 1−R′
iβ = R′

iβλ′
i −R′

iβν ′
i and thus ν′

i = 1− (R′
iβ)−1 > 0, b′i = 0, and λ′

i = 0; thus, the

firm does not use intermediated finance. Note that the problem of maximizing (22) subject

to (9) through (12) has a (weakly) concave objective and a convex constraint set and hence

induces a (weakly) concave value function. Thus, µ is (weakly) decreasing in w and let w̄

be the lowest value of net worth for which µ = 1; by the Inada condition, such a w̄ < +∞
exists. At w̄, d = 0, w̄ = k̄℘ (using (9)), and k̄ solves 1 = β[A′fk(k̄) + (1 − θ)(1 − δ)]/℘

(using (14)). For w ≥ w̄, d = w − w̄ while the rest of the optimal policy is unchanged.

Suppose λ′
i = 0 and ν′

i = 0. Then µ = R′
iβ > 1. Moreover, rearranging (14) we

have 1 = β/(R′
iβ)[A′fk(k) + (1 − θ)(1 − δ)]/℘ which defines k < k̄. Define wu such that

investment is k and b′i = 0; then wu = k℘. Similarly, define wl such that investment is

k and b′i = (R′
i)
−1(θi − θ)k(1 − δ); then wl = k[℘ − (R′

i)
−1(θi − θ)(1 − δ)]. Note that

wl < wu < w̄. So firms below wl raise as much financing as possible from intermediaries

(since µ > R′
iβ by concavity and hence λ′

i > 0). Firms with net worth between wl and wu

pay down intermediary financing linearly. Firms with net worth above wu do not borrow

from intermediaries and scale up until k̄ is reached at w̄, at which point firms initiate

dividends. 2
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Figure 1: Capital, Collateral Value, and Financing

This figure shows, on the left, the extent to which one unit of capital can be collateralized by households
(fraction θ, interpreted as structures) and intermediaries (fraction θi, interpreted to include equipment),
in the middle, the collateral value next period after depreciation, and on the right, the maximal amount
that households and intermediaries can finance, as well as the minimum amount of internal funds required.
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Figure 2: Role of Firm and Financial Intermediary Net Worth

Interest rate on intermediated finance R′
i − 1 (percent) as a function of firm (w) and intermediary net

worth (wi). The parameter values are: β = 0.90, R = 1.05, βi = 0.94, δ = 0.10, θ = 0.80, θi = 0.90,
A′ = 0.20, and f(k) = kα with α = 0.333.
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Figure 3: Role of Firm and Financial Intermediary Net Worth

Contour of area where spread exceeds β−1
i − R: w∗

i (solid) and w(wi) (solid); ŵ(wi) (dashed); contour
of area where spread equals β−1 − R: w̄i (dash dotted) and w̄(wi) (dash dotted). The parameter values
are as in Figure 2.
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Figure 4: Role of Firm and Financial Intermediary Net Worth

Interest rate on intermediated finance R′
i − 1 (percent) as a function of firm (w) for different levels of

intermediary net worth (wi). The parameter values are as in Figure 2.
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Figure 5: Dynamics of Firm and Financial Intermediary Net Worth

Contours of the regions describing the deterministic dynamics of firm and financial intermediary net
worth (see Proposition 6). Region ND, in which firms pay no dividends, is to the left of the solid line
and Region D, in which firms pay positive dividends, is to the right of (and including) the solid line.
The point where the solid line reaches the dotted line is the deterministic steady state (w∗, w∗

i ). The
kink in the solid line is the point (w̄, w̄i) where R′

i = β−1 and the collateral constraint just binds. The
solid line segment between these two points is w̄(wi) = ℘k(wi) − wi (with R′

i ∈ (β−1
i , β−1)). The solid

line segment sloping down is w̄(wi) = ℘k̄ − wi (with R′
i = β−1). Region ND is dividend by two dash

dotted lines: below the dash dotted line through (w̄, w̄i) R′
i > β−1; between the two dash dotted lines

R′
i ∈ (β−1

i , β−1); and above the dash dotted line through (w∗, w∗
i ) R′

i < β−1
i . The parameter values are

as in Figure 2.
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Figure 6: Dynamics of Firm and Financial Intermediary Net Worth

This figures illustrates the deterministic dynamics starting from initial values of net worth w = 0.0222
and wi = w′∗

i . Panel A traces out the path of firm and intermediary net worth in w vs. wi space with
the contours as in Figure 5. Panel B shows the evolution of the interest rate on intermediated finance
(Panel B1), firm net worth (dashed) and intermediary net worth (solid) (cum dividends (higher) and ex
dividend (lower)) (Panel B2), intermediated lending to firms (solid) and households (dashed) (Panel B3),
and investment (Panel B4). The parameter values are as in Figure 2 except that α = 0.8.
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Figure 7: Dynamics of a Credit Crunch

This figures illustrates the deterministic dynamics after a credit crunch starting from initial values of net
worth w = w′∗ and wi = 0.01. Panel A traces out the path of firm and intermediary net worth in w vs. wi

space with the contours as in Figure 5. Panel B shows the evolution of the interest rate on intermediated
finance (Panel B1), firm net worth (dashed) and intermediary net worth (solid) (cum dividends (higher)
and ex dividend (lower)) (Panel B2), intermediated lending to firms (solid) and households (dashed)
(Panel B3), and investment (Panel B4). The parameter values are as in Figure 6 except that θ = 0.65.
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I. INTRODUCTION 

 The recent ‘Great Recession’, many argue, had its origins in the boom and bust in 

housing, and the knock-on effects of the resulting financial crisis (Brunnermeier, 2008).  Some 

argue that the length and depth of this recession stems from the slow recovery of housing and the 

associated debt overhang for consumers (Mian and Sufi, 2011).  In this paper, we study links 

from housing to the overall economy in the years leading up to the crash (1994 to 2006).  During 

this period, local housing prices became more volatile as regions such as the Sun Belt 

experienced dramatic booms.  Figure 1 plots the mean absolute growth shock of local housing 

prices from 1975 to 2006.  Volatility trends down during the 1970s and 1980s.  Starting in the 

1990s, however, volatility stops falling and then begins to rise.  This trend break coincides with 

changes in the financial and banking systems in the US, which have become increasingly well 

integrated as deregulation allowed banks to form nationwide branch networks and as 

securitization allowed mortgage credit to flow easily across markets.  We show that shocks to 

local housing demand were amplified by financial integration because capital could flow freely 

across connected markets.  Financial integration also strengthened the link from housing to the 

overall economy. 

 Financial integration may dampen or amplify economic shocks.  Morgan, Rime and 

Strahan (2004) – MRS hereafter – show theoretically that integration’s effect on volatility 

depends on the sources and magnitudes of shocks hitting the local economy. With integration, 

local economies become more insulated from shocks to the supply of local finance (e.g. local 

bank capital).  During the 1980s and early 1990s, these shocks were a major source of business-

cycle instability (Bernanke and Lown, 1991).  The number of bank and S&L failures during the 

1980s averages more than 150 per year (Kroszner and Strahan, 2008), and the collapse of the 
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S&L industry amplified downturns in areas such as Texas and California.  Integration makes 

local economies less sensitive to these financial disturbances because capital can flow in from 

external sources and thus allow investment to continue, even if local lenders are distressed.  

MRS show empirically that state-level banking integration fostered by deregulation during the 

1970s and 80s lowered volatility of local economies in these years. 

 MRS’s theoretical model, however, also shows that integration, by allowing financial 

capital to flow away from depressed areas and into booming ones, can amplify local cycles.  For 

example, if collateral values rise sharply in a locality, borrower debt capacity and demand for 

credit increases; integration helps bring financial resources from abroad to satisfy higher credit 

demand.  The influx of credit from external sources raises growth above what would have been 

possible in a stand-alone, or dis-integrated, financial system.  These flows correspondingly 

reduce collateral values in areas with relatively weak credit demand because these markets face 

capital outflows.  Thus, capital flows generated by credit demand shocks will reduce co-

movements in collateral values across financially integrated markets. 

Beyond its effects on capital flows, integration is also associated with lower investment 

by lenders in private information about local business conditions, borrower credit quality and 

housing-price fundamentals (Loutskina and Strahan, 2011; Romero-Cortes, 2011).  As a result of 

securitization, for example, residential mortgage credit supply responds more now to changes in 

the market value of collateral than in the past because lenders condition their credit decisions 

more on public signals (e.g. borrower FICO scores and loan-to-value ratios) and less on private 

information (Rajan, Seru and Vig, 2010).  Both of these forces – more ‘flighty’ capital and more 

reliance on public information – may increase collateral volatility and raise the sensitivity of 

local cycles to variation in collateral values.  Consistent with these ideas, we find that financial 
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integration during our sample raises the volatility of housing prices, that shocks in the housing 

sector have a quantitatively substantial causal impact on local economies, and that the 

transmission of these housing-price shocks increases with financial integration. 

 The analysis proceeds in three steps.  First, we document a positive relationship between 

financial integration and the magnitude of local house-price shocks.  To do so, we measure 

financial integration at the level of the Central Business Statistical Area (CBSA), the US Census 

Bureau’s definition of a city.  The measure (In-CBSA ratio) is based on the ownership of bank 

branches across CBSAs, equal to the fraction of local deposits owned by a banking company also 

owning branches in other CBSA markets.  So, a CBSA in which all of its branches are owned by 

banks with branches in other CBSAs would have In-CBSA ratio = 100%. 

 We find that the volatility of shocks to CBSA-level housing price growth increases with 

financial integration.  The effect increases in magnitude when we use variation across states in 

restrictions on interstate branching as an instrument for financial integration (Rice and Strahan, 

2010).  Thus, there is a robust difference in local house-price volatility between more- and less-

integrated local markets.  This result reverses that of MRS, who use data from the 1970s and 

1980s, when shocks to the financial sector were an important source of business-cycle variation.1  

Our results, however, are consistent with the theoretical argument that, in the absence of shocks 

to financial institutions, integration amplifies the impact of collateral shocks.  To test this 

mechanism, we compare shocks for all unique pairs of local markets.  If integration increases 

capital flightiness in response to collateral values shocks, then integration between pairs of 

markets ought to reduce the correlation between shocks across markets.  Using housing price 

                                                            
1 Like MRS, we have also tested whether the amount of deposits in external markets, as a second integration 
measure, affects volatility.  This second integration measure is also positively related to volatility in some 
specifications, although its magnitude is smaller and less significant than our primary integration measure. 
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changes to proxy for such demand shocks, we find this result.  Markets that are more integrated 

with each other have less similar changes in housing prices, controlling for aggregate shocks 

(time dummies), for pair-wise CBSA fixed effects and for the similarity of industry composition.  

Again, we find that the effects increase in magnitude when we instrument for integration using a 

pair-wise combination of each area’s regulatory stance toward interstate branching.2 

 In the second part of the analysis, we build an instrument for house-price appreciation 

that exploits the importance of the Government-Sponsored Enterprises (GSEs) – Fannie Mae and 

Freddie Mac – in housing finance.  Fannie and Freddie subsidize mortgage credit, but only for 

mortgages that fall below the jumbo-loan threshold (Loutskina and Strahan, 2009).  Borrowers 

with housing demand near the jumbo-loan threshold stand to benefit from an increase in the 

threshold, leading to an increase in housing demand and housing prices (Adelino, Schoar and 

Severino, 2011). While the jumbo-loan cutoff changes uniformly across CBSAs, its effects vary 

across markets.  For example, in Los Angeles - where about 5.3% of mortgages were made to 

borrowers within 5% of the jumbo-loan cutoff - the change in cut-off would have a bigger impact 

than in Wichita, Kansas - where this fraction was about 0.5%.   Since there is both cross-

sectional and time-series variation in the amount of such demand (e.g. LA v. Wichita), we 

generate a set of instruments based on the product of the sensitivity to changes in the jumbo-loan 

cutoff in market i during year t-1 times the change in the cutoff itself between years t-1 and t.  

The instruments depend only on the distribution of mortgage credit during the preceding year 

and the change in the jumbo-loan cutoff during the current year, which is the same across all 

local markets and depends mechanically on lags of increases in nationwide prices. Furthermore, 

we exploit the elasticity of the housing supply across different geographies to better capture the 

                                                            
2 Kalemni, Papaionnou and Peydro (2010) find similar effects following financial integration across 20 developed 
economies. 
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response of housing prices to changes in demand (Saiz, 2010).  Thus, it is plausible to assume 

that these instruments pick up variation in changes in housing demand exogenous to overall 

economic fundamentals in the local area. 

 We find that these instruments are powerful.  Local housing prices appreciate faster in 

markets where credit on jumbo borrowers was more constrained in the prior year, based on the 

distribution of borrowers around the jumbo cutoff.   This effect is stronger in markets with 

relatively inelastic housing supply because prices are more sensitive to changes in demand where 

the physical supply of housing is limited by geographic barriers. 

 Armed with exogenous variation in housing prices, the third part of the analysis shows 

that housing prices have a strong causal impact on local economic growth in employment and 

output.  In our base model, a 1% increase in housing prices causes an increase in local GDP 

growth of about 0.25% and an increase in non-construction, non-finance employment growth of 

about 0.15%.  The latter effect implies that higher prices spill over to sectors not directly affected 

by housing.  We then show that the effects of house-price shocks are stronger in local markets 

with high levels of financial integration than in markets with low integration.  In local areas one-

standard deviation above the mean level of financial integration, a 1% housing price shock leads 

to a 0.30% increase in GDP growth.  Taken together – higher housing price volatility and 

increased sensitivity to house-price shocks – the results imply that financial integration has 

increased economic volatility, both by amplifying variation in collateral values (house prices) 

and by strengthening links from collateral to the overall economy. 

 Our paper contributes to three strands of the literature.  First, the effect of financial 

integration on economic volatility has been explored both across US states and also in the 



6 
 

context of liberalization of international capital markets (e.g., Morgan, Rime and Strahan (2004), 

Demyanyk, Ostergaard and Sorenson (2007), Kalemni, Papaionnou and Peydro (2010)).  We 

find that integration can amplify shocks and de-sychronize asset markets in an environment of 

strong credit demand and a profitable financial sector.  In other settings, where financial shocks 

are important, integration can increase synchronization because credit supply shocks propagate 

across connected markets (e.g. Peek and Rosengren, 2000).  Second, conventional explanations 

for the US housing boom blame loose lending practices as a key driver of price appreciation 

(e.g., Mian and Sufi (2009), Keys et al (2010), Demyanyk and Van Hemert (2010), Loutskina 

and Strahan (2011)).  Yet these studies do little to explain why booms were concentrated in 

places like Florida, Arizona and California.  Financial integration can help rationalize large 

regional booms by allowing capital to flow into areas with strong credit demand.   

 Third, many have argued that the so-called ‘Great Recession’ has its root in the crash of 

housing prices beginning in the middle of 2006.  Our results are consistent with this explanation 

but also suggest that the economic boom was itself fueled by house-price appreciation.  The 

findings extend the work of Mian and Sufi (2009 and 2011), who show that household debt and 

consumption were strongly correlated with house-price appreciation during the boom.  

Conversely, declines in consumer spending and financial distress across local markets during the 

bust are also associated with declines in housing equity.  Unlike Mian and Sufi (2011), however, 

we go a step further and estimate the total effect of housing price shocks on the economy, and we 

condition this estimate on aspects of the financial system.  Shocks to housing have had a large 

effect on the overall economy, especially in markets that are well integrated nationally. 

   In the next section we briefly review the forces leading to increased integration over time.  

In Section III, we describe our integration measures in detail, and document their link to local 
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volatility.  Section IV then estimates the relationship between shocks to housing prices and local 

growth.  Here, we first establish a first-stage model that relates changes in credit-supply 

subsidies from the GSEs to house-price appreciation.  We then use this model to generate an 

instrument for housing price changes to estimate its causal impact on the economy as a whole.  

Section V concludes. 

II. FORCES OF CHANGE LEADING TO FINANCIAL INTEGRATION 

Deregulation integrates the banking system 

 Into the 1970s, most lending occurred through insured depository institutions, and 

technological, legal and regulatory barriers prevented integration across geographical and 

product markets.  Over time, these barriers have eroded.  The process began during the 1970s, 

when only 12 states allowed unrestricted statewide branching and another 16 prohibited 

branching entirely.  Between 1970 and 1994, 38 states eased their restrictions on in-state 

branching.  States also prohibited ownership of their banks by out-of-state bank holding 

companies.  These barriers to integration began to fall when Maine passed a 1978 law allowing 

entry by out-of-state BHCs if, in return, banks from Maine were allowed to enter those states.  

Other states followed suit, and state deregulation of intra-state banking was nearly complete by 

1992 (Jayaratne and Strahan, 1996; Jayaratne and Strahan, 1998).   

 The transition to full interstate banking and branching was fostered by passage of the 

Interstate Banking and Branching Efficiency Act of 1994 (IBBEA), which effectively permitted 

bank holding companies to enter other states without permission and allowed banks to operate 

branches across state lines (Rice and Strahan, 2010).  With these legal changes, banks now 

operate across many states and localities, which allows financial resources to flow more easily 



8 
 

across geographical markets through banks’ internal capital markets (Houston, James and 

Marcus, 1997).   

 Despite the passage of IBBEA, states continue to exercise authority under this law to 

restrict or limit interstate branch entry.  While IBBEA opened the door to nationwide branching, 

it allowed states to influence the manner in which it was implemented.  States, for example, had 

the option to opt into interstate branching immediately after passage of IBBEA or to wait until 

the default trigger date of June 1, 1997.  Moreover, states that opposed entry by out-of-state 

banks could use provisions of IBBEA to erect barriers to some forms of out-of-state entry, to 

raise the cost of entry, and to distort the means of entry.  IBBEA allowed states to employ 

various means to erect these barriers.  States could set regulations on interstate branching with 

regard to four important provisions: (1) the minimum age of the target institution, (2) whether or 

not to permit de novo interstate branching, (3) whether or not to permit acquisition of individual 

branches rather than whole banks, and (4) how tightly to control the percentage of deposits in 

insured depository institutions controlled by any single bank or bank holding company.   

 Following Rice and Strahan (2010), we use these four state powers to build a simple 

index of interstate branching restrictions that exhibits variation both across states and over time.  

The index equals zero for states that are most open to out-of-state entry.  We add one to the index 

when a state adds any of the four barriers just described.  Specifically, we add one to the index: if 

a state imposes a minimum age on target institutions of interstate acquirers of 3 or more years; if 

a state does not permit de novo interstate branching; if a state does not permit the acquisition of 

individual branches by an out-of-state bank; and if a state imposes a deposit cap less that 30%.  

So, the index ranges from zero to four.  For most states that adopt branching in 1997 (i.e. states 

not choosing to opt in early), we set the index at 4 for 1994-1996; in subsequent year we set the 
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index based on each state’s policy choices.  For example, Illinois adopted interstate branching in 

1997 but set a minimum age of 5 years for acquisitions, did not permit de novo branching by out-

of-state banks, and did not permit single-branch purchases.  In 2004, however, Illinois relaxed its 

policies across each of these three dimensions.  Thus, for Illinois we set the branching index at 4 

for 1994-1996; we reduce the index to 3 in 1997-2004; and we reduce it further to 0 in 2005-

2006.3  We use this index below as our policy instrument for financial integration. 

Securitization integrates housing finance 

The move toward integration in mortgage lending was also spurred by the activities of the 

Government-Sponsored Enterprises (GSEs) - The Federal National Mortgage Association 

(Fannie Mae) and the Federal Home Loan Mortgage Corporation (Freddie Mac).  By the 1990s, 

both Fannie Mae and Freddie Mac had become heavy buyers of mortgages from all types of 

lenders, with the aim of holding some of those loans and securitizing the rest. Together they have 

played the dominant role in fostering the development of the mortgage secondary market.  As 

shown by Frame and White (2005), the GSEs combined market share has grown rapidly since 

the early 1980s.  In 1990 about 25% of the $2.9 trillion in outstanding mortgages were either 

purchased and held or purchased and securitized by the two major GSEs.  By 2003, this market 

share had increased to 47%.4  This market share fell after 2004 in the wake of the accounting 

scandals and the growth of subprime mortgages by private lenders, and then increased 

significantly since 2006 in response to the credit crisis.  GSE access to implicit government 

                                                            
3 Rice and Strahan (2010) report a table detailing each state’s policy choices and timing.  We do not reproduce that 
table here for the sake of brevity. 
 
4  GNMA provides a very important source of mortgage finance to low-income borrowers, holding or securitizing 
about 10% of all mortgages outstanding. 
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support allows them to borrow at rates below those available to private banks, and to offer credit 

guarantees on better terms than competitors without such implicit support.5 

As shown in Loutskina and Strahan (2010), the GSEs enhance mortgage liquidity, reduce 

the cost of borrowing, and increase mortgage acceptance rates conditional on borrower credit 

quality.  The GSEs buy and hold some mortgages, and they also often securitize them.  When the 

GSEs buy mortgages, they bear both credit and interest rate risk.  When GSEs securitize 

mortgages, they either buy them and issue mortgage-backed securities (MBS), or they just sell 

credit protection to the original lender.  In the first case, the originating bank retains no stake in 

the mortgage.  In the second case, the bank continues to fund the mortgage and bear the interest 

rate risk, but obtains the option to sell the mortgage off as an MBS (because of the credit 

protection).  In all cases, the GSEs enhance liquidity and thus foster integration of credit markets.   

The GSEs operate under a special charter, however, that limits the size and risk of 

mortgages that they may purchase or securitize.  These limitations were designed to ensure that 

the GSEs meet the legislative goal of promoting access to mortgage credit for low and moderate-

income households.  The GSEs may only purchase non-jumbo mortgages, defined in 2006 as 

those below $417,000 for loans secured by single-family homes.  The loan limit increases each 

year by the percentage change in the national average of single-family housing prices during the 

prior year, based on a survey of major lenders by the Federal Housing Finance Board.  The limit 

is 50% higher in Alaska and Hawaii.  Because the loan limit changes mechanically and only as a 

function of national housing prices, local housing supply or demand conditions have no effect on 

                                                            
5 Passmore, Sherlund and Burgess (2005) argue that most (but not all) of the benefits of GSE subsidies accrue to 
their shareholders rather than mortgage borrowers.  To take advantage their low borrowing costs, during the 1990s 
the GSEs increasingly opted to hold, rather than securitize, many of the mortgages that they buy.  Policymakers 
became concerned about the resulting expansion of interest rate risk at the GSEs (Greenspan, 2004), although the 
2008 crisis resulted more from the credit guarantees offered by the agencies than from exposure to their retained 
mortgage portfolio. 
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the jumbo loan cutoff.  We exploit this fact in developing our instrument for housing price 

growth below. 

Both the moves to allow geographical expansion of banks within and across states, as 

well as the expansion of GSEs and securitization have benefited both lenders and borrowers and 

fostered capital flows across regions.  We do not study the effects of securitization explicitly, 

however, because its effects are common across all markets and thus absorbed by time effects in 

our models.  Instead, we focus on the extension of ownership connections among banks, which 

vary both across CBSAs and over time.  This dimension of integration matters not only for 

information-intensive relationship lending to small and medium-sized businesses, but also for 

credit supplied to segments of the mortgage market where securitization is costly, including 

jumbo mortgages, second-lien mortgages, bridge loans and non-prime mortgages. 

III. FINANCIAL INTEGRATION AND HOUSE-PRICE VOLATILITY 

In this section we test how financial integration affects the volatility of local housing 

prices, and how the synchronicity (or interrelatedness) of housing price changes between market 

pairs varies with pair-wise measures of financial integration.  In our first set of models, we build 

a panel dataset based on house-price volatility and financial integration at the level of the Central 

Business Statistical Area (CBSA) over the 1994 to 2006 period (unit of analysis = CBSA-year).  

In the second set of models, we build a richer panel by creating all CBSA-year pairs, again over 

the 1994 to 2006 period (unit of analysis = CBSA-pair-year).  We test whether the correlation or 

similarity of housing prices shocks between pairs of markets changes as the two markets become 

more financially integrated with each other. 
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To start, we measure the volatility of the housing prices using the absolute deviation of 

housing price growth in a CBSA-year from the conditional mean, after removing time and CBSA 

fixed effects.  Specifically, we estimate the following regression: 

 Ln Housing Pricei,t  - Ln Housing Pricei,t-1 = αt + γi + growth-shocki,t .  (1) 

Data for housing price growth rates are constructed from the Federal Housing Finance 

Association’s (FHFA) CBSA-level house price index.  The residual growth-shocki,t captures how 

much housing price growth rates differ in each CBSA and year compared to average housing 

price growth in this year across all geographies. The absolute value of this residual reflects 

housing price fluctuations specific to a given geography:  

Voli,t=|growth-shocki,t |. 

The CBSA-year regressions test how integration affects housing-price volatility, as 

follows: 

 Voli,t = αt + γi + β1Integrationi,t + Other Controls + εi,t ,    (2) 

where Integrationi,t equals our measures of the extent to which financial activity in a CBSA-year 

is connected to financial activity in other CBSAs (In-CBSA ratio, defined below).   

 The pair-wise regressions have the following structure: 

 Interrelatednessi,j,t = αt + γi,j + β2Integrationi,j,t + Other Controls + εi,j,t ,  (3a) 

where Interrelatednessi,j,t equals the negative of the absolute value of the difference in housing-

price growth shocks between two CBSAs in a given year: 

 Interrelatednessi,j,t = -│growth-shocki,t – growth-shockj,t│.    (3b) 



13 
 

So, an increase in Interrelatednessi,j,t measures a decline in the difference in growth shocks 

between two CBSAs.  In Equation (3a), Integrationi,j,t measures the pair-wise connectedness of 

two CBSA markets in a given year (Common-CBSA ratio, defined below). 

As noted in the introduction, financial integration may raise volatility either because 

integrated lenders condition their credit decisions more on prices and less on other dimensions of 

credit risk (e.g. specialized knowledge about the local economy), or because capital flows more 

easily toward high-demand markets and away from low-demand markets.  Both channels imply 

β1 > 0 in Equation (2).  By looking at integration’s effects on pair-wise markets, we can isolate 

the capital flows channel.  Imagine two CBSA markets – ‘A’ and ‘B’ – that are well integrated.  

A shock to prices in ‘A’ (and thus to credit demand there) will draw financial resources away 

from ‘B’, thus accommodating the credit demand and raising prices in A and lowering them in B.  

This second capital flight channel thus suggests that financial integration ought to make house-

price changes become less correlated as integration between two markets increases, so β2 < 0 in 

equation (3a).6 

Measuring Financial Integration by CBSA-year 

Our measure of financial integration is built from the distribution and ownership of 

bank branches and deposits across local markets.  The measure is based on information on total 

deposits, location and ownership of all bank branches from the Federal Deposit Insurance 

Corporation’s (FDIC) Summary of Deposits, available online annually from 1994 forward.7  We 

                                                            
6 House price variation driven by local credit supply shocks will tend to attenuate this effect. 
 
7 See http://www2.fdic.gov/sod/. 
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construct the In-CBSA ratio, equal to the fraction of all deposits in a CBSA that are owned by a 

holding company which also owns deposits in one or more other CBSAs.8   

 Variation in the In-CBSA ratioi,t depends on bank entry decisions into market i in year t, 

which in turn may reflect risk management or diversification motivations of potential entrants.  

Since the intrinsic volatility of a particular market may play a role in this entry decision, the 

relationships observed in the fixed effects OLS estimate of Equation (2) could be biased by 

reverse causality.  For example, if out-of-state banks prefer to enter safe markets, the coefficient 

on financial integration would tend to be biased downward in OLS.  To eliminate this potential 

source of bias, we also estimate Eq. (2) using an instrumental variable model, where the 

instrument for the In-CBSA ratio equals the index of restrictions on interstate branching 

described in Section II.  This index ranges from zero to four, where four represents the highest 

level of barriers to entry by out-of-state banks.  

 Measuring Integration by CBSA-year pairs 

 To measure integration between pairs of CBSAs, we build the Common CBSA Ratio.  For 

each CBSA pair, we sum up all deposits with a common ownership link, add these across the 

two markets, and then divide by the total amount of deposits in the two CBSAs.  Higher values 

of Common CBSA Ratio indicate a greater degree of shared financial resources – greater 

integration – between CBSAs.  We also estimate our model with a dummy-variable version of 

Common CBSA Ratio, equal to one when there are any commonly owned deposits and zero 

otherwise.  This second approach is arguably more robust than the first, and its coefficient is also 

somewhat easier to interpret.  As already mentioned, since bank entry decisions may be 

                                                            
8 We define a banking company as the highest entity within a bank holding company for banks owned by holding 
companies, or for the bank itself for stand-alone banks. 
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endogenously driven by economic conditions in local markets, we use an instrument for the 

Common CBSA Ratio, again based on the state-level branching restrictions index.  In this case, 

since each observation represents a pair of CBSAs, the instrument equals the sum of the 

branching restrictions index in the states where the two CBSAs are located.  Hence, we again 

report both the fixed effects OLS model as well as the IV model.9 

 Table 1 reports summary statistics for our volatility and integration measures.  Panel A 

reports the CBSA-year level means and standard deviations for house-price volatility and the 

four integration measures; Panel (B) reports these statistics for the two pair-wise interrelatedness 

measures and the pair-wise integration measure.  The In-CBSA ratio average 81.4% (Panel A), 

indicating that in the typical CBSA-year the majority of deposits are owned by banking 

companies with deposits elsewhere.  This variable has substantial variation, with a standard 

deviation of 15.3%.  The average house-price growth shock equals 4.56%, suggesting substantial 

CBSA-specific shocks to local markets after removing trends in overall housing price 

appreciation.  The pair-wise data tell a similar story, with an average difference in growth 

residuals between pairs of CBSAs of 4.07 percentage points.  Almost 40% of market pairs have 

some ownership links, with an average Common CBSA ratio of 8.28%. 

Volatility increases with integration 

 Table 2 reports our estimation of Equation (2), linking financial integration to total 

house-price growth volatility, along with the first-stage model for the In-CBSA Ratio.  All 

models include time fixed effects to take out aggregate trends as well as the national business 

cycle.  In addition, we control in all models for the share of employment across the following 

                                                            
9 We include the pair-wise fixed effects even in the IV model.  Since the instrument depends on branching in two 
areas rather than one, a change in the branching index in either locality’s state generates within-CBSA variation 
over time.  Thus, we get strong identification in the first-stage model, even including the pair-wise fixed effects. 
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different industry segments: construction, mining and logging; finance; education and health 

services; manufacturing; trade, transportation and utilities; information technology; professional 

and business services and other services.10  In some models, we also incorporate CBSA-level 

fixed effects to capture time invariant market-level characteristics that may be correlated with 

volatility.  In every case, we cluster data at the CBSA level to build our standard errors.   

 The results strongly suggest, first, that financial integration is greater in CBSAs located 

in states with fewer restrictions on interstate branching (Table 2, column 1).  An increase in the 

branching index from 0 to 4 – from least to most restrictive – comes with a decline in the In-

CBSA ratio of about 5%, which is large relative to the variation in this variable (σ = 15.3% - see 

Table 1).  The branching restrictions index has strong explanatory power in the first stage as 

well, with a t-statistic above 3.  The model without CBSA fixed effects easily passes the 

Kleibergen and Papp (2006) test for weak instruments, which is designed for models with 

clustered errors.  Since we have weak identification in the model with CBSA effects, we omit the 

IV model with fixed effects. 

 Second, financial integration is associated with greater volatility of housing prices 

(columns 2-4).  In-CBSA ratio has a positive and significant effect on volatility in OLS without 

the CBSA effects (column 2) and a slightly smaller coefficient with the CBSA effects (column 

3); in both OLS models, however, the economic magnitudes are small.  As noted, however, 

endogenous entry by banks may bias the coefficient on integration downward (that is, toward 

                                                            
10 The industry share variables are built off the industry employment numbers provided by the Bureau of Labor 
Statistics. The employment data is provided at detailed industry level. We aggregate the data at the level of 9 
different industries: (i) construction, mining and logging; (ii) manufacturing including durable and non-durable 
goods manufacturing; (iii) trade, transportation, and utilities; (iv) information; (v) financial activities; (vi) 
professional and business services; (vii) education and health services; (viii) leisure and hospitality; and (ix) Other 
services.  For each industry, we compute the percentage contribution to the CBSA level employment.  The 
employment in the government sector is the omitted variables. 
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zero), and this notion is supported by the IV model, where the coefficient rises in magnitude 

substantially.  In this model (column 4), a standard deviation increase in the In-CBSA ratio 

would increase house-price growth volatility by 0.4%, a substantial increase relative to the 

dispersion in house-price volatility (σ = 2.8% - see Table 1).  

Interrelatedness across markets falls with integration 

 Table 3 reports the estimation of Equation (3a), along with the first stage model linking 

integration between pairs of CBSA markets (Common CBSA ratio) to the sum of the branching 

restrictions index in the two states.  In these pair-wise models, the dependent variable equals the 

negative of the absolute value of the difference in house-price growth shocks in a given year 

(recall Equation (3b) above).  As noted, all of the models include time fixed effects and a 

separate fixed effect for every unique pair of CBSAs – a total of 65,508 unique fixed effects.  

These fixed effects remove factors such as geographical distance that may affect the similarity of 

housing markets between two CBSAs.  We also include a variable capturing the ‘distance’ or 

similarity of the industry mix between pairs, equal to the sum of squared difference in industry 

shares (i.e. the Euclidean distance).  This pair-wise factor will capture variation over time in the 

differences in industry mix between markets.  We also group our data into clusters for each 

CBSA to build standard errors.  So, although the models are built from nearly one million 

observations, there are just 362 independent clusters. 

 Table 3 reports the results for specifications using the continuous measure of integration 

(Common CBSA ratio = the fraction of commonly owned deposits), and using a dummy variable 

equal to one for markets that have some degree of commonly owned bank deposits.  The latter 

model is somewhat easier to interpret and also may be more robust to outliers.  Columns (1) and 
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(2) report the first stage models, where for both the continuous and dummy variable approaches 

we have very strong identification (t-stat > 10 for the branching restrictions instrument).  For 

example, increasing the degree to which a CBSA pair are restricted from cross ownership from 0 

(most open) to 8 (least open) would come with a 16% increase in the probability that the two 

CBSAs have some common ownership in deposits (column 2). 

 Consistent with Table 2, we find that markets that are more integrated with each other 

have less commonality in growth shocks, and we also find that magnitudes increase when we 

instrument for integration with branching restrictiveness (columns 5 & 6).  For example, the 

indicator variable model suggests that markets that share bank deposits have house-growth 

shocks that are 4.4% less similar, which is large relative to the overall variation of these 

differential shocks (σ = 4.13% - see Table 1).  The results support the idea that capital flows 

affect collateral values.  In markets that are financially connected, markets with high credit 

demand (e.g. high house prices) can draw on financial capital from markets with lower demand, 

thereby reducing the correlatedness of collateral values between the two markets.  In markets 

that share financial resources, housing price growth rates become less similar.  This result is 

strong evidence that financial integration amplifies credit-demand shocks; capital flowing 

between these markets lowers the similarity in shocks to the value of collateral. 

IV. THE EFFECTS OF HOUSING PRICES ON ECONOMIC GROWTH 

 In this section we ask two questions.  First, did the increase in housing-price volatility 

lead to greater business-cycle instability?  Second, did financial integration strengthen the link 

from housing prices to overall economic performance, thus further raising overall volatility?  The 

first question is motivated by the trend toward greater housing price volatility (recall Figure 1).  
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The second question is suggested by theories of financial integration, which imply that more 

mobile financial capital should strengthen the link from shocks to credit demand – e.g. housing 

prices, or more generally, the value of collateral – and economic output. 

  To answer these questions, we trace out the causal impact of shocks to housing prices on 

overall economic output by CBSA-year (Yi,t), measured by personal income growth, employment 

growth, employment growth without sectors directly affected by housing (construction and 

finance) and GDP growth. Specifically, we estimate panel regressions with the following 

structure: 

 Yi,t = αy
t + γy

i + βy
1 House-Price Growthi,t + Other Control Variables + εi,t   (4a) 

 

and  

 

 Yi,t = αy
t + γy

i + βy
1 House-Price Growthi,t + βy

2 Financial Integrationi,t   (4b) 

 + βy
3Financial Integrationi,t * House-Price Growthi,t + Other Control Variables + εi,t . 

   

We estimate Equations (4a) and (4b) for our CBSA-year panel dataset from 1994 to 2006, 

including both year and CBSA fixed effects.  The year effects remove trends as well as the 

national business cycles, while the CBSA effects take out long-run differences in average 

economic growth rates.   

 To test how financial integration affects links from house price shocks (or, more 

generally, collateral shocks), we interact House-Price Growth with In-CBSA ratio, using the 

branching restrictions index as the instrument for In-CBSA ratio, as in Table 2.  If changes in 

housing prices raise borrower debt capacity and, in turn, raises consumer demand and firm 

investment, then βy
1 > 0 (4a); if financial integration, by allowing capital to flow in from 



20 
 

external markets, strengthens this effect, then βy
3 > 0 in (4b).  In order to estimate the overall 

impact of housing on the economy, we first estimate Equation (4a) without financial integration, 

and then estimate models with the interaction term in (4b).   

 As additional controls variables, we include the share of employment across industry 

sectors as before; three measures of the strength and health of the local banking sector: the 

average capital-asset ratio, the log asset size of banks operating in the CBSA, and the average 

growth rate of assets of local banks; and, in some specifications, one lag of the dependent 

variable.11 

GSE Housing-Finance Subsidies as a Source of Instruments for Housing Price Growth 

 Shocks to the overall economy will both affect and be affected by the value of housing, 

as well as the value of real estate and collateral more generally.  Our aim is to trace out the 

causal impact of shocks to housing on the overall economy; hence, we need instruments that 

move housing prices (and so are sufficiently powerful) but otherwise remain unrelated to 

fundamental drivers of economic growth (and so meet the exclusion restriction for valid 

instruments).  We use subsidies in housing-finance from the GSEs to build such instruments.12  

Potential home buyers receive a financing subsidy through the activities of the GSEs, who stand 

ready to buy mortgages that fall below the jumbo-loan cutoff and meet a set of credit-worthiness 

underwriting criteria.  The cut-off is binding on borrowers, as is evident from the histogram of 

loan applications and loan approval rates presented in Figures 2A and 2B (adapted from 

                                                            
11 Industry shares are from the Bureau of Labor Statistics.  Bank characteristics are taken from the Bank Call 
Reports; CBSA-level averages equal the weighted average of banks operating in the CBSA based on the share of 
deposits held in a given CBSA by each bank. 
 
12 Adelino, Schoar and Severino (2011) use a similar strategy at the transaction level to trace out how GSE subsidies 
affect the price per square foot of housing. 
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Loutskina and Strahan (2009)).  The large spike in loan applications and approval rates just 

below the jumbo cut-off indicate that the funding is both more abundant and cheaper below the 

jumbo loan cut-off.   The cutoff is the same everywhere (except Alaska and Hawaii), and it 

increases annually based on a mechanical formula linked to past changes in national housing 

prices. The increase in the jumbo-loan cutoff thus raises the subsidy to some potential home 

buyers, but the increase, crucially, is not dependent on conditions in the local area (CBSA).   

We exploit the idea that the impact of this increased subsidy varies across local housing 

markets.  For example, in a market where all home prices fall below the jumbo-loan cutoff in t-1, 

home buyers there would receive no incremental benefit from an increase in the cutoff in year t; 

all potential homebuyers would already be subsidized.  In contrast, in markets with substantial 

demand near the jumbo-loan threshold, potential homebuyers would benefit greatly when the 

cutoff rises.   

 We use two strategies to measure differences across markets in the impact of changes in 

the jumbo-loan cutoff on housing demand.  Detailed data for all mortgage applications to lenders 

above $50 million in assets are collected annually under the Home Mortgage Disclosure Act 

(HMDA).  The HMDA data include loan size, whether or not a loan was accepted, some 

information on borrower credit characteristics, and the location of the property down to the Zip 

code level.  Using these data, we estimate the fraction of loan applications in CBSA i and year t-

1 that are above the jumbo cutoff then, but would fall below that cutoff in the subsequent year 

(year t) as a consequence of the increase in the cutoff between the two years.  This ratio captures 

the percentage of borrowers that would benefit from the change in the cut-off though getting 

access to more readily available and/or cheaper credit. 
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This first instrument is incomplete because it ignores borrower self-selection into the 

area just below the cut-off (recall Figure 2A).  A large fraction of home buyers reduce their 

borrowing to fall below the cut-off in year t-1, but many would also benefit from an increase in 

the jumbo-loan cutoff.  For example, often home buyers will increase their equity investment in a 

property to be able to finance their borrowed funds in the subsidized, non-jumbo segment.  

Others will split their borrowing into a senior (non-jumbo) mortgage to gain the subsidy, and 

finance the remainder with a second-lien mortgage from a portfolio lender (i.e. a lender who 

holds the mortgage) plus equity.  Thus, many mortgage applicants below – but not too far below 

– the jumbo-loan cutoff would also benefit from its increase.  To capture this portion of demand, 

we build an instrument equal to the total fraction of applications within 5% of the jumbo-loan 

cutoff (on either side) in year t-1, multiplied by the percentage change in the cutoff between 

years t-1 and t. 

For each instrument, we also add an interaction with a measure of housing-supply 

elasticity built for 263 CBSAs based on physical impediments to expansion in the housing stock, 

such as waterways, mountains, etc.13  Saiz (2010) shows that cities with high supply elasticity 

have both slower increases in housing prices over time and faster population growth, compared 

to low-elasticity cities.  These results make sense because low barriers to the expansion of 

housing implies that increased demand from population growth can be accommodated without 

increasing the cost of housing (e.g. land is not scarce in these areas).  In our setting, we expect 

prices to respond more to the demand shocks associated with changes in the jumbo-loan cutoff in 

markets with low housing-supply elasticity than in markets with high elasticity. 

                                                            
13 We use the elasticity estimates available online at: http://real.wharton.upenn.edu/~saiz/ and then convert them to 
the new definitions of CBSA using the zip-code overlap. 
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 Figure 3 illustrates our identification strategy graphically for two extreme cases: a local 

market where most of the demand for housing is already subsidized by the GSEs and with very 

high supply elasticity (e.g. Wichita, where supply elasticity equals 5.5 and only 0.5% of total 

mortgage applications lie within 5 percentage points of the jumbo-loan cutoff), versus a market 

with a large mass of demand near the jumbo-loan cutoff and with low supply elasticity (e.g. Los 

Angeles, where supply elasticity equals 0.63 and about 5.4% of total mortgage applications lie 

within 5 percentage points of the jumbo-loan cutoff).  An increase in the GSE jumbo-loan cutoff 

shifts housing demand only slightly in Wichita but substantially in Los Angeles.  Because supply 

responds elastically in Wichita, prices barely rise.  In LA, however, prices rise sharply, both 

because demand shifts further from the increased subsidy and because supply responds very 

little. Thus we trace a shock in a supply of funding to the housing price changes accounting for 

both CBSA-specific demand shifts and the CBSA-specific supply conditions. 

The first-stage model then takes the following form: 

 House-Price Growthi,t = αHP
t + γHP

i + + Other control variables +    (5) 

+ β1
HPShare-New-NJi,t-1  + β2

HPShare-New-NJi,t-1 x Saiz-Elasticityi  + 

+ β3
HPShare-Near-NJi,t-1 + β4

HPShare-Near-NJi,t-1 x Saiz-Elasticityi +  εi,t ,  

  

where Share-New-NJi,t-1 equals the fraction of jumbo applications in CBSA i and year t-1 that 

will fall below the jumbo-loan cutoff next year (year t); Share-Near-NJi,t-1 equals the share of 

applications within +/- 5% of the cutoff in year t-1 times the percentage change in the cutoff 

between t and t-1.  We expect housing prices to grow fastest in markets with a large mass of 

demand that would benefit from an increase in the jumbo cutoff; thus, we expect: β1
HP > 0, and 

β3
HP >0.  Since house prices should react less if supply is elastic, we expect the interaction terms 

to offset, meaning β2
HP < 0, β4

HP <0.  We estimate Equation (5) with year and CBSA fixed 
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effects, and we cluster the standard errors at the level of the CBSA.  (Note that the direct effect 

of the Saiz elasticity measure, which is constant over time, is absorbed by the CBSA fixed 

effects.) 

Results 

 Table 4 reports summary statistics for our instruments, for housing price growth and for 

personal income, employment and GDP growth during the 1994-2006 period.  We obtain the 

CBSA-year level data on employment (and employment by segment) from the Bureau of Labor 

Statistics; the personal income data from the Bureau of Economic Analysis; and the local 

geography GDP from Moody’s Analytics.14 

 The analysis begins in 1994 because the financial integration data, based on deposits, 

become available starting in 1994, and because HMDA data become available only in 1992.  We 

end the analysis in 2006 for two reasons.  First, we do not want our estimates to be driven by the 

Financial Crisis and the ensuing Great Recession.  Second, our identification strategy relies on 

the consistent and mechanical increase in the jumbo-loan cutoff over time.  This cutoff was 

raised aggressively in high-priced markets, however, in response to pressure to support housing 

prices after the Financial Crisis.  Moreover, the level of the cutoff has been maintained across 

other markets even as housing prices have dropped sharply.  The instrumental variables are thus 

both less powerful after 2006 as well as becoming potentially set in response to local conditions.   

 Table 5 reports the first-stage equation (Eq. (5)) linking the instruments to house-price 

appreciation, along with the time and CBSA fixed effects, industry share and banking sector 

                                                            
14 The CBSA-year level GDP estimates are also available from Bureau of Economic Analysis (BEA) but only 
starting in 2001. We cross-reference the Moody’s Analytics data with BEA and find the correlation of 98.7% 
between two data series. 
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control variables.  We report the models with and without CBSA fixed effects, and for each of 

these models we report each instrument with its interaction with the Saiz supply-elasticity 

variable separately and combined with the other instrument.  All of the sets of instruments are 

powerful, with statistically significant effects on both the direct effect and the interaction with 

Saiz elasticity.  Moreover, the signs and magnitudes of the coefficients are economically sensible 

individually.  For example, a standard deviation increase in Share-Near-NJ leads to an increase 

in housing price growth of 2.7% (a little more than one-half of a standard deviation – see Table 

4).  Each instrument is also more positive in markets with low supply elasticity.  Sign patterns 

are difficult to interpret in the final regressions (columns 3 and 6), with both instruments and 

interaction terms, because the instruments are highly correlated (ρ=0.92).  Finally, the model 

with all four instruments passes the test for under-identification and weak instruments under 

CBSA-clustered errors easily (Kleibergen and Paap, 2006). 

 Table 6 reports IV estimates linking the exogenous component of housing price 

appreciation to economic outcomes (Equation 4a).  We estimate all models with time and CBSA 

fixed effects and with time-varying industry share variables (coefficient suppressed), and time-

varying measures of banking system characteristics (coefficients suppressed).  Table 6 reports a 

total of eight specifications - with and without the lagged dependent variable, times four different 

measures of output: personal income growth (columns 1 & 2), total employment growth 

(columns 3 & 4), the growth of total employment excluding employment in financial firms and 

construction (columns 5 & 6), and GDP growth (columns 7 & 8).  By including the lag of the 

dependent variable, we can alleviate the concern that the instruments, which depend on last 

year’s distribution of home buyers, pick up conditions in the local economy from the prior year.  

Employment without construction and finance allows us to test whether any effects that we 



26 
 

observe spillover beyond segments not directly tied to housing finance.  Panel A of Table 6 uses 

all four identifying instruments: Share New Non-Jumbo, Share New Non-Jumbo*Saiz Elasticity, 

Share Near Non-Jumbo*Change in Cutoff, Share Near Non-Jumbo*Change in Cutoff*Saiz 

Elasticity; Panel B uses just two identifying instruments: Share New Non-Jumbo*Saiz Elasticity 

and Share Near Non-Jumbo*Change in Cutoff*Saiz Elasticity. 

 The coefficient estimates are statistically and economically significant across all 

specifications, ranging from 0.14 to 0.26.  An exogenous 1% increase in housing prices 

(stemming from a credit supply increase) thus causes the local economy to expand by 0.14 to 

0.26 percentage points faster than otherwise.  The coefficients on total employment growth are 

smaller than GDP growth, which makes sense because GDP includes all sources of production 

from local sources (i.e. it includes returns to capital as well as labor).15  Moreover, the coefficient 

on employment growth without segments directly tied to housing suggests that spillovers from 

higher collateral values raise output beyond the housing sector.  Coefficients on personal income 

growth tend to be somewhat smaller because some of the variation depends on sources of income 

not tied specifically to the local area.  Comparing Panels A and B, we find similar estimates 

regardless of the choice of instruments.16 

 Table 7 reports our last test, where we introduce an interaction between housing price 

growth and financial integration (Equation 4b).  For this model, we add the branching restrictions 

index and its interaction with all of the other instruments and model Housing price growth, In-
                                                            
15 We have also estimated these models separately for the early (1994-2000) and late (2001-2006) portions of our 
sample.  We find that housing is positively and statistically significantly related to economic outcomes in both 
samples, with somewhat larger magnitudes in the first half of the sample. 
 
16 We have explored other ways to build instruments to check for model robustness.  For example, we have 
estimated models in which we eliminate the time-variation in the share near non-jumbo by using its average value at 
the beginning of our sample.  These results lead to somewhat larger coefficients on the house-price growth variable 
with a higher level of statistical significance than those reported in Table 6. 
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CBSA ratio and their interaction as jointly endogenous.17  Since three endogenous variables 

makes identification more challenging compared to the models in Table 6, we use all of our 

instruments to maximize power. 

 The results suggest that house price shocks have a greater impact on economic outcomes 

in financially integrated markets.  Across all four specifications, housing price growth and 

financial integration are jointly significant at better than 1%.  Moreover, the interaction term 

suggests that better integration has an economically important effect on the size of the causal 

impact of housing prices on economic output.  For example, at the mean of the In-CBSA ratio 

(0.81), a 1% increase in housing prices would generate an increase in GDP growth of 0.15% 

(0.15 = -0.70+0.81*1.044); in markets one-standard deviation above the mean level of 

integration (0.81+0.15), the same 1% housing-price shock would lead to an increase of 0.30% 

(0.30 = -0.70+0.96*1.044).  The interaction effect of integration on housing is statistically 

significant across all four models, with a magnitude that varies from 1.0 to 1.4.  Because credit 

supply can respond more elastically to increases in collateral values when local markets are 

better integrated, an increase in housing prices generates a larger positive spillover in integrated 

markets.  In these areas, the higher demand for credit can draw financial resources in from other 

sectors. 

V. CONCLUSION 

 The Financial Crisis and subsequent Great Recession of 2007-2011 have emphasized for 

everyone the importance of a strong housing market to the economy.  Housing prices not only 

increased sharply during the 2000s, but they also became more volatile across local markets.  In 
                                                            
17 The branching index will also help identify housing growth, as Favara and Imbs (2010) show that housing prices 
grew faster in states more open to interstate banking due to greater availability of credit. 
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fact, a first-order characteristic of the housing boom was its concentrated effects on Sun Belt 

areas like Florida, California, Nevada and Arizona.  We show that this regional volatility can be 

explained in part by better financial integration.  We then demonstrate a causal link from housing 

to the overall economy, using variation in the impact of credit-supply subsidies from the GSEs to 

construct an instrument for housing price changes that is unrelated to economic conditions in the 

local economy.  Our estimates suggest that a 1% rise in housing prices increase growth by about 

0.25%.  This effect is larger in localities that are better integrated with other markets through 

bank ownership ties.  The results suggest that financial integration raises the effect of collateral 

shocks on the economy, thereby increasing economic volatility.   
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Figure 1: Volatility of the Housing Prices 
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Figure 2A: Histogram of Loan Applications 1994-2006. 

 

 

Figure 2B: Share of Approved Loan Applications 1994-2006. 
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Figure 3: Responses of Different Markets to Changes in GSE Loan Cut-off 

 

The graph illustrates the responses of two hypothetical markets to changes in the GSE loan cut-
off. The subscript LA represents Los-Angeles CA and subscript W represents Wichita KS. Two 
markets are characterized by different elasticity of housing supply (SLA and SW) as well as 
different shifts in the demand curves caused by the same change in the loan cut-off (D1

LA and 
D1

W). The graph illustrates the corresponding changes in the housing prices. 



Panel A: CBSA-Year Panel Mean StDev
In-CBSA Ratio 81.4% 15.3%
Housing Price Growth 5.05% 4.55%
Absolute Value of Housing Price Growth Residual 4.56% 2.77%

Panel B: CBSA-Pair-Year Panel
% of shared deposits 8.28% 14.38%
% of shared deposits when positive 22.32% 16.03%
Indicator for CBSA pair with positve shared deposits 36.38% N/A
- Absolute Value of Differential Growth Shock -4.07% 4.13%

Table 1: Summary Statistics for Measures of Integration and Housing Price Growth

Panel A reports summary statistics for two measures of financial integration that vary across CBSA-years.  The In-
CBSA ratio equals the fraction of deposits in CBSA-year that are owned by banking companies with deposits in other 
CBSAs; the Out-CBSA ratio equals the total deposits in other CBSA owned by banking companies opering in the 
CBSA divded by total CBSA deposits.  Panel B reports summary statistics at the level of CBSA-pair-years, where the 
measure of integration equals the sum of deposits with common ownership in a pair of CBSAs divided by total deposits 
in the two CBSAs.



Dependent Variable: In-CBSA Ratio
First-Stage IV

(1) (2) (3) (4)
Branch Restriction Index -0.0133*** - - -

(3.02) - - -
In-CBSA Ratio - 0.00832** 0.00554 0.0307**

- (2.48) (0.63) (2.18)
0.503** -0.0199 -0.275*** -0.0298
(2.27) (-0.859) (-3.857) (-1.164)

-0.898** 0.0735** 0.575*** 0.0941**
(2.22) (2.30) (3.46) (2.34)
-0.181 0.0319*** 0.169* 0.0351***
(1.45) (3.70) (1.94) (3.68)
0.0544 0.0135** -0.128* 0.0123*
(0.52) (2.03) (-1.747) (1.67)
0.0721 -0.00244 -0.0116 -0.00254
(0.43) (-0.255) (-0.170) (-0.239)
-0.164 -0.0098 -0.303 0.00295
(0.21) (-0.176) (-1.216) (0.05)

0.624*** -0.0236 -0.0725 -0.0387
(3.27) (-1.349) (-0.821) (-1.539)

0.425*** -0.0143 0.272** -0.0226
(2.85) (-1.157) (2.42) (-1.395)
0.272 -0.0613 -0.372 -0.0731
(0.50) (-1.437) (-1.540) (-1.520)

Sum of Squared employment shares -0.0381 0.00802 -0.0302 0.00713
(0.13) (0.47) (-0.213) (0.37)

Time Effects yes yes yes yes
CBSA Effects no no yes no
Number of Observations 4,397 4,397 4,397 4,397
R2 10.0% 14.6% 26.9% 13.4%
*** p<0.01, ** p<0.05, * p<0.1

Table 2: Housing Price Volatility and Financial Integration

This table reports regressions of housing price volatility on measures of financial integration.  The dependent variable is constructed as 
follows: first, we regress housing price growth on a CBSA fixed effect and year fixed effect and save the residual.  We use the absolute 
value of this growth residual as teh dependent variable.  Each model includes time effects.  We report the OLS models with and without 
CBSA level fixed effects.  The IV model is only well identified without the CBSA fixed effects.  Standard errors are clustered by CBSA.

 Absolute Value of Residual House-Price Growth

Share of employment in construction, 
mining and logging
Share of employment in financial sector

Share of employment in education and 
health services

OLS

Share of employment in manufacturing

Share of employment in trade, 
transportation, and utilities
Share of employment in information

Share of employment in professional and 
business services
Share of employment in leisure and 
hospitality
Share of employment in other services



Dependent Variable: Interrelatedness
Interelatedness 

Indicator

(1) (2) (3) (4) (5) (6)
Branch Restriction Index -0.00432*** -0.0195*** - - - -

(10.41) (10.65) - - - -
Interelatedness - - -0.0245*** - -0.200*** -

- - (8.17) - (4.92) -
Interelatedness Indicator - - - -0.00260*** - -0.0442***

- - - (4.07) - (4.61)
Distance between Employment Shares -0.00635 -0.0295 -0.0144** -0.0143** -0.0147** -0.0147**

(0.54) (0.57) (2.10) (2.08) (2.17) (2.15)

Time Effects yes yes yes yes yes yes
CBSA-Pair Fixed Effects yes yes yes yes yes yes
Number of Observations 707,256 707,256 707,256 707,256 707,256 707,256
R2 18.2% 20.2% 23.0% 23.0% 16.0% 14.0%
*** p<0.01, ** p<0.05, * p<0.1

This table reports regressions of the negative of the absolute value of the difference in housing price shocks between pairs of CBSA markets on measures of 
financial integration between the two market pairs.  The dependent variable is constructed as follows: first, we regress housing price growth on a CBSA fixed 
effect and year fixed effect and save the residual.  We use the absolute value of this growth residual as the growth shock in market i, year t.  Each model 
includes time effects and CBSA-pair fixed effects.  Standard errors are clustered by CBSA.

- Absolute Value of Differential Growth Shock
OLS IVFirst-Stage

Table 3: Housing Price Interrelatedness Between Market Pairs and Financial Integration



Mean StDev
Housing Price Growth 5.41% 4.63%
Personal Income Growth 5.21% 2.55%
Employment Growth 1.46% 2.39%
Employment Growth, without construction and finance 1.14% 2.62%
CBSA level GDP growth 5.39% 3.04%
Share of New Non-Jumbo borrowers 0.357% 0.788%
Share Near the Jumbo Cutoff * Change in Cutoff 0.092% 0.145%
Saiz Measure of Housing Supply Elasticity 2.595 1.422

Table 4: Summary Statistics for Economic Growth, Housing Price Growth and 
Instrument for Housing Price Growth

This table reports summary statistics for housing price growth, four measures of local economic growth, and two 
instruments built reflecting the distribution of mortgage credit around the jumbo-mortgage cutoff.



Dependent Variable:
(1) (2) (3) (4) (5) (6)

Share of New Non-Jumbo borrowers 0.25 - -3.374*** 0.168** - -2.003***
(1.11) - (6.31) (2.08) - (4.30)

Share of New Non-Jumbo borrowers -0.209** - 0.845** -0.243*** - 0.401
   * Saiz Elasticity of housing supply (2.02) - (2.55) (2.77) - (1.22)
Share Near the Jumbo Cutoff * Change in Cutoff - 4.687*** 22.91*** - 1.835** 5.376**

- (3.97) (7.48) - (1.97) (2.62)
Share Near the Jumbo Cutoff * Change in Cutoff - -2.013** -6.594*** - -1.032*** -3.907*
   * Saiz Elasticity of housing supply - (2.05) (3.46) - (2.73) (1.84)

Saiz Elasticity of housing supply -0.00447*** -0.00342*** -0.00225*** - - -
(4.09) (3.47) (2.64) - - -

Time fixed effects yes yes yes yes yes yes
Industry structure yes yes yes yes yes yes
Banking Sector Controls yes yes yes yes yes yes
CBSA dummmies no no no yes yes yes
Observations 2,783 2,783 2,783 2,783 2,783 2,783
R-squared 0.316 0.322 0.347 0.524 0.516 0.525
*** p<0.01, ** p<0.05, * p<0.1

Table 5: Regressions relating Housing Price Growth to Distribution of Mortgage Credit around the Jumbo-Loan Cutoff
This table reports regressions of housing price growth by CBSA-Year on the share of borrowers in year t-1 that will become non-jumbo in year t (share new non-
jumbo), and the total fraction of borrowers within +/- 5% of the jumbo-loan cutoff in year t-1 times the change in the jumbo loan cutoff between t-1 and t.  All 
regressions include time and CBSA fixed effects, along with measures of industry structure and the health of the local banking system.   Column 6 includes all 
instruments and acts at the first-stage for the subequent IV models (Tables 6 and 7).  Standard errors are clustered by CBSA.

Housing Price Growth



(1) (2) (3) (4) (5) (6) (7) (8)

House-Price Growth 0.186*** 0.137*** 0.222*** 0.209*** 0.168*** 0.152*** 0.259*** 0.245***
(4.25) (3.52) (5.83) (5.76) (5.12) (4.77) (4.66) (4.39)

Lagged Dependent variable - (0.00) - -0.121** - -0.159*** - 0.0784*
- (0.05) - (2.53) - (2.92) - (1.90)

Time fixed effects yes yes yes yes yes yes yes yes
Industry structure yes yes yes yes yes yes yes yes
Banking Sector Controls yes yes yes yes yes yes yes yes
CBSA dummmies yes yes yes yes yes yes yes yes
Observations 2,783 2,783 2,783 2,783 2,783 2,783 2,783 2,783
R-squared 0.384 0.392 0.235 0.254 0.298 0.32 0.156 0.165

(1) (2) (3) (4) (5) (6) (7) (8)
House-Price Growth 0.211*** 0.176*** 0.227*** 0.225*** 0.157*** 0.149*** 0.240*** 0.234***

(4.50) (3.83) (5.38) (5.37) (3.94) (3.66) (4.07) (3.98)
Lagged Dependent variable - (0.02) - -0.127*** - -0.158*** - 0.0804*

- (0.54) - (2.73) - (2.96) - (1.92)
Time fixed effects yes yes yes yes yes yes yes yes
Industry structure yes yes yes yes yes yes yes yes
Banking Sector Controls yes yes yes yes yes yes yes yes
CBSA dummmies yes yes yes yes yes yes yes yes
Observations 2,783 2,783 2,783 2,783 2,783 2,783 2,783 2,783
R-squared 0.376 0.387 0.232 0.245 0.302 0.321 0.162 0.169
*** p<0.01, ** p<0.05, * p<0.1

GDP Growth

Panel A:  This panel uses share new non-jumbo , share new non-jumbo * Saiz elasticity , share new NJ * change in cutoff , and share new NJ * Saiz elasticity 
as identifying instruments.

Panel B:  This panel uses share new non-jumbo * Saiz elasticity and share new NJ * Saiz elasticity  as identifying instruments.
Personal Income Growth Total Employment Growth Employment Growth w/o GDP Growth

Table 6: IV Regressions relating Local Economic Growth to Housing Price Growth 
This table reports IV regressions of economic growth on housing price growth by CBSA-Year; first stage results appear in Table 5.  All regressions include time and CBSA 
fixed effects, along with measures of industry structure and the health of the local banking system.    Standard errors are clustered by CBSA.

Personal Income Growth Total Employment Growth
Employment Growth w/o 
Construction or Finance



Personal 
Income 
Growth

Total Employment 
Growth

Employment growth 
w/o Construction or 

Finance GDP Growth

(1) (2) (3) (4)

House-Price Growth -0.74 -1.10 -0.82 -0.70
(0.59) (0.44) (0.65) (0.35)

House-Price Growth *In CBSA Ratio 1.014* 1.426** 1.055* 1.044*
(1.75) (2.12) (1.77) (1.69)

In CBSA Ratio 0.06 0.13 0.157* 0.212*
(0.99) (1.53) (1.75) (1.76)

Time fixed effects yes yes yes yes
Industry structure yes yes yes yes
Banking Sector Controls yes yes yes yes
CBSA dummmies yes yes yes yes
Chi2-test for joint sig. of three endogenous variables 19.69 22.86 12.28 18.25
Observations 2,783 2,783 2,783 2,783
R-squared 0.547 0.553 0.426 0.44
*** p<0.01, ** p<0.05, * p<0.1

Table 7: IV Regressions relating Local Economic Growth to Housing Price Growth , with Financial Integration Interaction

This table reports IV regressions of economic growth on housing price growth, financial integration (In CBSA ratio) and their interaction, by CBSA-Year.  
All three of these are treated as endogenous variables, with instruments from Table 5 plus the branching restrictions index.  All regressions include time and 
CBSA fixed effects, along with measures of industry structure and the health of the local banking system.    Standard errors are clustered by CBSA.
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1 Introduction

The global financial crisis had its roots in the U.S. housing market. Following a period of

unprecedented boom in mortgage lending, the U.S. housing market entered a downturn phase

during 2006, a year that saw a sharp increase in mortgage delinquency. These problems later

spilled into the financial sector by weakening the balance sheets of financial institutions. The

far reaching consequences of this housing bust have prompted a growing body of research

that seeks to gain a better understanding of the drivers of this housing cycle.

There is now substantial evidence that the unprecedented housing boom was fueled by

deteriorating lending standards which led to a worsening in the risk profile of the marginal

borrower (Dell’Ariccia et al, 2008; Mian and Sufi, 2009a; Purnanandam, 2010). This evident

deterioration in lending standards has led to widespread calls for changes in the regulatory

and supervisory systems under which mortgage lenders operate. That enhanced regulation

and supervision could have averted bad lending remains, however, a theoretical premise with

little empirical work to validate such link. Nevertheless, the Dodd-Frank Act which led to

the most significant overhaul of the United States financial regulatory system since the Great

Depression was at least partially motivated by that premise.

In this paper we show that the less regulated mortgage lenders contributed dispropor-

tionally to the boom in mortgage originations and that their lending was associated with a

sharper increase in foreclosures.

Depending on their status, mortgage lenders in the U.S. operated, prior to the crisis,

under different regulatory structures with differing degrees of oversight particularly between

banks and non-bank mortgage originators. Banks were more regulated under federal bank-

ing laws and especially more tightly supervised by federal agencies (see e.g. Belsky and

Richardson; 2010). They are subject to a range of federal examinations such as fair lending,

the Community Reinvestment Act (CRA), and safety and soundness assessment. They must

comply with CRA provisions such as reporting requirements and merger review. Depository

institutions that are insured by the Federal Deposit Insurance Corporation (FDIC) must
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also in addition meet a minimum risk-based capital and reserve requirements. Federal agen-

cies were also required to regularly examine the compliance of the banks they regulate with

applicable laws related to their mortgage lending such as the CRA, Truth In Lending Act

(TILA), and fair lending laws (see e.g. Immergluck, 2009). Independent non-bank mortgage

lenders (henceforth independents), on the other hand, escaped most of these federal regula-

tions and were instead lightly regulated and supervised at the state level (see e.g. Belskey

and Retsinas, 2008; Treasury Blueprint, 2008; Immergluck, 2009).1 A major trade organi-

zation representing these independents lenders, the Mortgage Bankers Association, has also

called for establishing a federal regulator to develop a uniform national mortgage standards

and regulate independent mortgage lenders (see Belsky and Richardson, 2010).

Using comprehensive data on mortgage originations we distinguish between these two

types of lenders and first show that the mortgage boom was to an important extent fueled

by an expansion of independents. While independent lenders accounted for around one-

third of mortgage lending in 2003, they contributed to more than 60% of the increase in

mortgage lending between 2003 and 2005. We show that this expansion of independents was

more pronounced in areas experiencing higher growth in house prices, a variable that we

instrument for using housing supply elasticity (see e.g. Mian and Sufi, 2009b).

We then exploit the heterogeneity in the market share of independents across counties

and show that their presence is a strong predictor of the rise in foreclosures.2 This relation

holds after controlling for economic and demographic differences between counties. We

1Treasury Blueprint (p81): “Treasury recommends subjecting participants in the mortgage origination
process that are not employees of federally regulated depository institutions (or their subsidiaries) to uni-
form minimum licensing standards. [footnote: Federally regulated mortgage lenders and their employees are
subject to an extensive scheme of federal supervision of their lending practices and compliance with appli-
cable laws and regulation]”. Immergluck (p66): “Banks and thrifts are subject to regular examination for
compliance with not just CRA but also fair lending laws and the Truth in Lending Act. Mortgage companies
have generally not been subject to routine examination for compliance with any of these laws on a regular
basis. Federal regulatory have large cadres of well-trained examiners to conduct these regular examinations.
Meanwhile, mortgage companies are typically regulated by state mortgage banking agencies in the states in
which they conduct business. Suffice it to say that, in most states, the capacity of state mortgage regulators
is generally not as great as that of the federal regulatory agencies”.

2By “market presence” we refer to the extent of the market share of a lender, i.e., the percentage of loan
volume originated by the lender, and not to its physical location or the location of its branches.
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also control for measures of credit and house price growth during the boom and find that

the market share of independents remains a significant predictor of foreclosures. The recent

literature on the mortgage crisis underlined the role of the increased reliance on an originate-

to-distribute model, or in other words, the rise in securitization rates, in the deterioration

of lending standards (see, e.g., Keys et al, 2009; Purnanandam, 2010). While independents

securitized a significantly larger share of their originations we find that the market share of

independents explains to a great extent the relation between the securitization share and

the rise in foreclosures, and not the other way around. These results suggest that the type

of lender, alone, is an important determinant of mortgage defaults. We focus our empirical

exercise on the early rise in foreclosures prior to the liquidity crunch and thus minimize

the possibility that our results be contaminated by these factors (see e.g., Ivashina and

Scharfstein, 2010). We ensure that the relation between the market share of independent

and the rise in foreclosures is not captured by changes in the house prices by instrumenting

for the latter. In fact, the early in rise in foreclosures preceded the fall in house prices. We

interpret these findings as a strong indication that the expansion of independents came at

the cost of fast deteriorating lending standards. This interpretation is compatible with the

findings from the recent literature that suggest that the expansion in mortgage credit was

to a large extent fueled by the willingness of lenders to extend credit to a riskier category of

borrowers (see e.g. Dell’Ariccia et al, 2008; Mian and Sufi, 2009a).

The housing downturn was characterized by a significant contraction in mortgage credit

and in house prices, and a subsequent increase in unemployment starting in 2008 which is

one of the hallmarks of the Great Recession. We examine these variables as useful measures

of the severity of the crisis on the regional level. We show that our key variable, the market

share of independents as of 2005, is also a strong predictor of the contraction in credit and

house prices, and the rise in unemployment.

A salient feature of our methodological approach is the use of matching techniques to

supplement the traditional parametric regression analysis. We use these semi-nonparametric
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methods to ensure better control for the covariates thus minimizing the impact of possible

confounding factors. These methods also help us ensure that our results are not dependent

on a linear specification. A standard approach in the matching literature is to compare the

mean of the dependent variable between a treatment sample and a matched control sample.

We follow this approach and use the Abadie-Imbens bias-adjusted matching estimator (see

Abadie and Imbens, 2002). In addition to this step, we repeat our linear regressions on the

subsample of matched counties, hence effectively using the matching as a nonparametric pre-

processing of the data (see e.g. Ho et al, 2010). In the benchmark exercise, we match U.S.

counties with no restriction on the state, but we also show results from intra-state matching

which lead to similar findings.

Compared to banks, a conspicuous characteristic of independents is their lack of reg-

ulation and supervision. It is thus natural to attribute, with some confidence, differences

between the outcomes of their lending to their heterogeneous regulation and supervisory

structure, as in Keys et al (2009). We nevertheless pursue and test several alternative hy-

potheses. More specifically, we test whether our findings could be captured by either differ-

ences in mortgage lender competition across counties, or by the geographical diversification

of lenders, and we find that none of these factors can capture the effect of independents on

foreclosures. In the benchmark regressions we only control for one measure of securitization,

specifically the share of private securitization defined as in Mian and Sufi (2009a). As robust-

ness, we also use more comprehensive measures by including other forms of securitization

and find that this does not affect our results. One might argue that an important difference

between independents and banks is that the latter are depository institutions. We therefore

exploit the heterogeneity in the ratio of core deposits to assets across banks by merging

HMDA data with data on banks and thrifts’ balance sheets to construct and control for a

weighted measure of the core deposit ratio of lenders in a county, and show that our results

remain robust.

To further explore the regulation argument, we examine whether the relation between the
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share of independents and foreclosures is more severe in less regulated states. The premise

is that any state regulation that constrains risky lending is likely to have a more important

impact on the lending standards of the otherwise less constrained lenders, i.e. independents,

as banks are more tightly regulated and supervised by federal regulators. To this end, we

exploit two different datasets on state regulation, one pertaining to anti-predatory laws and

the other to broker laws. We find evidence that the impact of independents on foreclosures

was smaller in states that tightened their regulation prior to and during the boom.

A growing number of papers examine the boom-bust episode in the US housing market

(Demyanyk and Van Hemert 2009; Doms, Furlong, and Krainer 2007; Gabriel and Rosenthal

2007; Gerardi, Shapiro, and Willen 2007; Dell’Ariccia et al., 2008; Mayer and Pence 2008;

Keys et al. 2010, Mian and Sufi 2009a, 2009b, 2010; Purnanandam 2010). Our paper

differs from this literature in that we distinguish between banks and independent lenders to

understand the role of regulation, an issue that has received less attention from the literature

so far. In that respect, our paper is most related to Keys et al (2009) that compare the

performance of subprime securitized loans originated by banks and independents around a

FICO threshold that induces an exogenous increase in securitization. They find that the

moral hazard problem associated with securitization is more severe for banks. Our focus is

instead on the aggregate effect which could be driven by loan performance over all FICO

scores for both securitized and non-securitized loans. Few studies have looked at mortgage

credit at the county level, Mian and Sufi (2010) and Favara and Imbs (2010) are important

exceptions. Our paper is related to Mian and Sufi (2010) in that they study the impact of

the increase in leverage on county performance during the crisis; we also show results with

a similar flavor as we control for the growth in mortgage credit during the boom.

The rest of the paper is organized as follows. Section 2 describes the data used in this

paper and presents summary statistics. Section 3 explores the expansion of independents

during the boom. Section 4 presents our key finding on the relation between the market

share of independents and county outcomes during the downturn using both parametric
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and semi-non-parametric methods. Section 5 addresses alternative hypotheses and further

explores the role of regulation using data on state regulation. Section 6 concludes.

2 Data and Summary Statistics

2.1 Data

We construct our dataset by merging data from several sources. The data appendix

provides comprehensive information on the data used, and a detailed description of the

steps involved in the construction of the dataset. In what follows we summarize the main

steps.

Our mortgage related data come from a comprehensive sample of mortgage applications

and originations between 2003 and 2008 that were collected by the Federal Reserve under

the provision of the Home Mortgage Disclosure Act (HMDA). Under this provision, the vast

majority of mortgage lenders are required to report.3 The HMDA data include information

on the year of the application (the data is available on an annual basis), the amount of the

loan, the lender’s decision, and the income of the applicant. The data also provide useful

information on the lender such as the name of the institution, its type, and its regulating

agency. We thus can distinguish between depository institutions and their affiliates (banks,

thrifts, credit unions and mortgage companies affiliated to them) and independent non-bank

mortgage originators. We restrict our attention to mortgage applications that are considered

as: home purchase, conventional, one-to-four-family, and owner-occupied. We also limit

our study to mortgage originations in counties situated in a Metropolitan Statistical Area

(MSA) for which data is available on house price growth and on the housing supply elasticity.

This leaves us with 773 counties, which account for around 80% of total HMDA mortgage

originations in 2005.4 After imposing these restrictions, our 2003-2008 sample period consists

3See Data Appendix for more information about these requirements and the coverage of HMDA.
4Restricting our sample to these counties allows us to control for variables that are otherwise not available

for other counties such as measures of house price growth and of the housing supply elasticity. Focusing on
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of around 28 million applications which we aggregate at county level. We do so to construct

variables that capture the volume of mortgage originations in each county during a given year

as well as the share of mortgage origination by lender type. We also use these data to create

various measures of the share of securitization witihin a county, Herfindhal index measures,

and measures of geographical diversification of lenders (for the diversification measure see

Loutskina and Strahan, 2011). HMDA data also provide the median income of the census

tract of the property, which we take advantage of to compute the shares of census tracts in

a county that fall within a given income bracket, for six income brackets.

To further control for demographic information and local economic conditions we also

supplement our dataset with county characteristics from an extensive county level database

consolidated by the Inter-University Consortium for Political and Social Research (ICPSE).

We also make use of the Federal Housing Finance Agency (FHFA) data on house prices which

are available at the MSA level. We also make use of TransUnion Trend Data to control for

the average consumer credit score and the percentage of low consumer credit score in a

county.

To control for geographical characteristics that could affect house price growth in a region

we supplement our dataset with a land topology-based measure of housing supply elasticity

constructed by Saiz (2010). Glaeser, Gyourkou, and Saiz (2008) show that areas with very

high elasticity of housing supply are unlikely to experience large house price growth.

Our foreclosure data come from Realty Trac Foreclosure Market Trend Reports data.5

Realty Trac provides comprehensive county coverage of foreclosure filings within a quarter.

The reports are available starting from the second quarter of 2005. We thus use the second

quarter of the years 2005, 2006 and 2007. By using data on the second quarter for each

year, we are able to get a measure of the increase in quarterly foreclosure filings prior to the

liquidity crisis and the official start of the recession in the U.S., thus ensuring our results are

the larger counties also helps minimize any noise in the data that could be brought by the inclusion of areas
with a small population.

5A recent paper by Mian et al. (2011) also makes use of the same source to compute a measure of
foreclosure rates.
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not driven by these factors.

We make use of data on state regulation of mortgage brokers available from Pahl (2007),

and a dataset on state level anti-predatory lending laws constructed by Bostic et al. (2008).

We use these data to further explore the regulation aspect. We also supplement our data

with information on the ratio of core deposit to total assets of all depository institutions

which we obtain from the Reports of Condition and Income (Call Report) and from the

Statistics on Depository Institutions (SDI), both available from the FDIC.

2.2 Summary statistics

We provide summary statistics from both the disaggregated loan level data and the

aggregated county level data.

Table 1 provides summary statistics for the loans originated by banks and independents.

The table shows statistics on originated loans in 2003, 2005, and 2007, on the loan amount,

the applicant’s income, and the loan to income ratio. In the upper table we show statistics

from the full sample. Looking at the column titled N, the number of loans, we find that

the number of originated loans has increased between 2003 and 2005, and then decreased

between 2005 and 2007 for both banks and independents.6 Note that 2005 was the peak year

in loan originations as shown in Figure 6. However, the extent of the boom and bust was

substantially larger for independents. Notably, while in 2003 independents made around 31%

of loans, they contributed to more than 60% of the increase in mortgage originations between

2003 and 2005 and the decrease between 2005 and 2007. The upper table from the full sample

shows that on average banks made loans to higher income applicants. The last column shows

the p-value from a t-test of the difference in means. Much of this difference however is due to

the fact that banks were significantly more active on the jumbo loan market.7 Figure 1 shows

6We focus on the N values for the loan amount as there are around 4% of loans in our sample without
information on applicant income. HMDA requires lenders to report income when this information was relied
upon in making the credit decision.

7A jumbo mortgage is a mortgage loan in an amount above conventional conforming loan limits. This
standard is set by the two government-sponsored enterprises Fannie Mae and Freddie Mac, and sets the limit
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histograms of the applicant income of originated loans for both banks and independents. We

see that the distribution is in fact similar across both subsamples with some exceptions,

the most notable of which is a fatter right tail for banks. In the lower table we exclude

jumbo loans and find that the differences in loan income and applicant amount narrows

between banks and independents, although it remains significant except for the difference

in the applicant income in 2005. As for the loan to income ratio, we find both in the full

sample as well as in the non-jumbo loan sample that independents gave higher LTI loans in

2003 and 2007 but lower LTI loans in 2005.

Our analysis is carried at the county level and Table 2 summarizes the main variables.

We rely on HMDA to construct our variables on mortgage volume and mortgage growth

rates. In the first line of Table 2, we see that in the average county, mortgage credit grew

by around 30% between 2003 and 2005. It then contracted by more than 80% between

2005 and 2007. The share of loans originated by independents varies substantially across

countries as we can see in Figure 2. This distribution is relatively symmetric and the mean

and median market share were around 23% in 2003. This market share has increased by 4%

in 2005, due to the faster expansion of independents. The share of private securitization was,

in mean and median, around 0.13. We also include broader measures of securitization in

our empirical exercise (See Data Appendix). The foreclosure rate measures the percentage

of properties with new filings during the quarter. On average, new foreclosures were filed

for 0.1% of properties, during 2005Q2. The measure shows significant variation however

with a standard deviation around 0.11. New foreclosure filings doubled between 2005Q2

and 2006Q2 and nearly tripled between 2005Q2 and 2007Q2. House prices were increasing

rapidly between 2003 and 2005 with an average growth rate of 27% and a median of 19%.

The growth rate substantially declined between 2005 and 2007. House prices entered their

downturn trend only later in 2007 and early 2008 as can be seen in Figure 6.

on the maximum value of any individual mortgage they will purchase from a lender. The loan amount cutoff
for 2005 is $359, 650.
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3 Mortgage credit expansion: 2003-2005

In this section we show that independent lenders contributed disproportionally to the

mortgage boom. We first start with some motivating facts before presenting a simple empir-

ical exercise to quantify differences between the expansion of banks and that of independents.

The year 2005 constituted the peak of a mortgage boom that started in early 2000s and

substantially accelerated to register unprecedented levels of mortgage growth between 2003

and 2005. Figure 6 plots the log of total new mortgage originations in the U.S. illustrating

the rise and fall of the mortgage market between 2003 and 2008. We focus on the differences

between the contribution of independents and that of banks to the boom between 2003 and

2005. The number of originated loans in Table 1 strongly indicates that independents had a

disproportional contribution as we discussed. Figure 3 plots a scatter of the market share of

independents in 2005 against their market share in 2003 across counties. This figure is very

telling as it shows that this expansion in the market share of independents took place in the

vast majority of U.S. counties.

We quantify this difference between independents and banks by running simple regres-

sions of the change in mortgage volume on a constant. Table 3 shows the outcome of these

regressions. In the first column, we regress the change in total mortgage volume, by both

banks and independents, on a constant. This constant is a measure of the average credit

growth between 2003 and 2005, which is estimated at around 33%. In the second and third

columns we show similar regressions where the endogenous variable is the change in mort-

gage credit by banks and independents respectively. They suggest that, on average, credit

growth by independents was around 23% higher than that of banks. In the fourth column,

the endogenous variable is the change in the county market share of independents. The

result indicates that on average, the market share of independents grew by around 4%. We

also look at whether the expansion of independents can be characterized as being inward or

outward expansion. We thus regress, in the fifth column, the change in the market share

of independents on a constant and on the lagged market share in 2003. The results suggest
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that independents gained market shares in new areas where they had lower presence in the

past.

We next pursue the question of whether independents expanded more into areas that

experienced higher house price growth. The premise is that an environment of high returns

on housing is conducive to increased willingness by independents, due to lighter regulation,

to lend to a segment of high risk applicants. Indeed, a major empirical challenger is to

circumvent endogeneity. The expansion of independents, through its effect on the supply

of mortgage credit, is likely to have contibuted to the rise in house prices. We address this

issue by instrumenting for house price growth by the regions’s housing supply elasticity. This

instrument which is taken from a dataset constructed by Saiz (2010), is based on geographical

characteristics of a Metropolitan Statistical Area (MSA) and thus exogenous to changes in

mortgage credit. One would expect this variable to be negatively correlated with house prices

growth between 2003 and 2005 since house prices are more likelyt o be more responsive to

changes in the demand for housing (and the supply of mortgage credit) in areas where the

supply of housing is low, i.e., the supply of housing more constrained due to geographical

features of the area such as the proximity to water. This makes the housing supply elasticity

a potentially good instrument for house price growth between 2003 and 2005.8 In the sixth

column, we show that a simple regression of the change in the market share of independents

on housing supply elasticity, controlling for the market share in 2003, yileds a negative and

significant coefficient suggesting that independents expanded mroe in areas that have on

average a lower elasticity in housing supply.

We explore the association betwen house price growth and the change in the market share

of independents in Table 4. In the first two columns we regress the growth rate of lending

by banks and independents, respectively, between 2003 and 2005, on the growth rate of the

housing price in the previous year, 2002. We find that on average, following an increase in

house prices independents increased their lending by more. Ideally, however, we want to test

8This variable is also used as an instrument for house price growth between 2002 and 2006 in Mian and
Sufi (2009).
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whether independents expand more aggressively to areas that are experiencing a housing

boom. To circumvent the previsouly mentionned endogeneity problem, we instrument for

house price growth between 2003 and 2004 using the housing supply elatsicity measure. In

column three we show results for the first stage regression of the house price growth between

2003 and 2005 on the housing supply elasticity. We find that the instrument is strongly

correlated with the endogenous regressor. In colums four and five we show the second stage

regressions where the dependent variable is banks’ and independents’ credit growth between

2003 and 2005, respectively. While there is a positive relation between house price growth and

bank lending growth, the coefficient is small and far from significant. When the dependent

variable is the growth in independents’ lending, on the other hand, the coefficient becomes

larger in magnitude and significant at the 10% level. Therefore, these results do suggest that

independents expanded relatively faster in areas that are experiencing a house price boom.

4 The Rise in Foreclosures and the Role of Indepen-

dents

In this section we exploit the geographical heterogeneity of lenders and show that, con-

trolling for county characteristics, the market share of independents is a strong predictor of

the early rise in foreclosures. We also show that it predicts the subsequent contraction in

credit and house prices, as well as the rise in unemployment. We begin with some motivat-

ing facts before describing our empirical methodology. We leave the interpretation and the

discussion of the results to the end.

4.1 Motivating Facts

It is now well established that the housing boom was fueled by a shift in mortgage sup-

ply as a result of deteriorating lending standards that led to a worsening in the risk profile

of the marginal borrower, and to the subsequent rise in foreclosures (e.g. Mian and Sufi,
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2009a). In light of these findings from the literature, the patterns documented in Section 3,

alone, are suggestive of a faster deterioration in the lending standards of independents. It

is indeed possible that due to their lack of regulation and supervision, independents were

able to expand rapidly and rip the benefits from a booming housing sector while minimizing

their perceived risk through the heavy reliance on an originate-to-distribute (OTD) model.

This interpretation resonate well with some of the calls that were raised during the cri-

sis for tighter regulation on the “shadow banking” sector, including independent mortgage

lenders. Nevertheless, this remains an interpretation without direct evidence that lending

by independents was associated with worse outcomes. We thus look at whether counties

where independents channeled a larger share of mortgage loans fared worse during the crisis.

We focus in particular on the rise in foreclosure as it is a direct result of the deterioration

in lending standards, and since mortgage defaults were the first sign of mortgage trouble

and were at the root of the subsequent housing downturn.9 Figure 4 shows the spike in

foreclosures which started as early as in 2006.

Figure 5 shows a scatter of the increase in foreclosure filings in a county between 2005Q2

and 2007Q2 against the market share of independents in 2005. The graph from the full

sample (left) is suggestive of a strong positive relationship between these two variables. A

further inspection shows that this relation is robust to the exclusion of counties with the

very highest shares of independents (right). Indeed, this relation could be also driven in part

by confounding county characteristics that are correlated with the presence of independents.

This calls for an empirical model to control for these factors. We note, however, that the

pre-crisis market share of independents is far from being fully explained by economic and

demographic characteristics of the counties alone, nor by factors directly related to the

housing boom. Independent lenders grew in prominence during the 80s and 90s, when they

gained significant market shares in some regions in the U.S., mainly in some areas in the

Southwest and some pockets in the South, Midwest, and on the East Coast. In some of

9See e.g. Demyanyk (2010) and Mayer et al. (2009).
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these regions they became the main lenders or one of the largest in market share. While

their expansion during the boom has increased their market share in several regions, both

new regions and regions in which they are well established, the increase in market share

during that period was only around 4%, and a large share of their market share as of

2005 is explained by their historical presence or by proximity to areas of strong presence.10

While some of these areas can be characterized as having a lower average income and lower

housing supply elasticity, the sample of counties with high market share of independents is

a heterogeneous one, as is the sample of counties with low presence of independents. In the

matching exercise, we are in fact able to match counties of similar economic and demographic

similarities but with heterogeneous market shares of lenders. This heterogeneity allows us to

control for factors that could be correlated with both the presence of independents and the

rise in foreclosure. We also note that one of the interesting features of the rise in foreclosures

between 2006 and 2008 is that it took place in areas with historically low foreclosures, thus

it was not explained by a region’s per-capita income or credit risk.11

We also look at three useful indicators of the severity of the crisis at the regional level:

the contraction in credit and in house prices, and the rise in unemployment. Figure 7 shows

scatters of the growth rates of credit and house prices, and the change in unemployment,

between 2005 and 2008 against the share of independents in of 2005. The figure suggests that

counties with higher market shares also tended to have worse outcomes during the crisis,

and as explained in the footnotes of Figure 7, the fitted lined show a statistically significant

relation. We show the change between 2005 and 2008 for ease of comparison, however, and

as can be seen in Figure 6, aggregate credit contracted prior to the decline in house prices,

and unemployment only started increasing in 2008. While it is impossible to avoid the effects

of the recession and the credit crunch when studying the relation between the market share

10We are able to supplement our Appendix with some maps and further analysis on this issue if the referee
finds that a substantiation on this issue would be useful.

11A notable example is the Southwest and particularly some areas in California that saw skyrocketing
foreclosures despite a historically low average foreclosure rate. The Southern states are important examples
of historically high foreclosure rate areas, and low average income, that many of which did not experience
as sharp of an increase in foreclosures as other states did.
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of independents and unemployment, due to its late rise in 2008, we will focus our empirical

analysis on the 2005-2007 period when studying the impact on credit and house prices to

minimize these effects.

4.2 Empirical methodology

We exploit the heterogeneity in the market share of independents across counties to

study the impact of their market participation on foreclosure outcomes during the housing

downturn. We study the change in foreclosure using quarterly foreclosure data from the

second quarter of 2005, 2006, and 2007. The advantage of using quarterly data is that it

allows us to track changes in foreclosure prior to the liquidity crunch and the official start

of the recession in Q3 and Q4 of 2007, respectively. The challenge in studying this question

is that the market share of independents could be correlated with county characteristics

that affect our outcome variables. We carefully address this concern by controlling for

a host of economic and demographic county characteristics. We seek to disentangle the

impact of lender type from that of the county to understand whether two hypothetical

identical counties would have experienced different economic outcomes due to a difference

in the type of lenders that dominated their mortgage markets. One might also be concerned

that a relation between our key variable, the market share of independents, and the rise in

foreclosures could be affected by housing shocks that are correlated with both the market

share of independents and the rise in foreclosures. While this is unlikely partly because

house prices only started to decline in late 2007 and early 2008, we also aim to address this

concern by instrumenting for house prices.

We also study the impact of our key variable, the market share of independents, on

mortgage credit, house prices and unemployment during the downturn. Our aim from such

exercise is to examine whether the market share of independents is also a strong predictor

of severity of the housing downturn.
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4.2.1 Parametric approach

Our first methodology consists of using standard regression analysis to study the de-

terminants of the rise in foreclosures between 2005 and 2007, focusing in particular on the

impact of the market participation of independents. Our benchmark regression is a simple

ordinary least squares of the following form:

∆05Q2−07Q2Forci = β0 +β1Independenti,05 +β1Xi,05 +β2∆03−05Zi +β3Securitizationi,05 + ǫi

(1)

where ∆05−07Forci is change in new foreclosure filing rates between 2005Q2 and 2007Q2,

in countyi. Independenti,05 is a measure of the market share of independent lenders in the

base year 2005, the peak year in mortgage lending, and Xi,05 summarizes county-specific con-

trols from or prior to 2005. In these county specific controls we include various information

on economic and demographic variables in each county. To control for economic characteris-

tics we include measures of per-capita income and unemployment in 2005, per-capita income

growth during the boom between 2003 and 2005, categorical variables capturing the average

consumer credit score and percentage of low credit score consumers, as well as six variables

capturing the share of census tract in a county with a median income that falls in one of

the six deciles of income brackets below 60K. To control for demographic characteristics we

include variables capturing the share of Black population, the share of Hispanic population,

and the average immigration rate between 2000 and 2005. We also control for the housing

supply elasticity given that it captures the propensity of house prices to experiences boom-

bust cycles. We also control for the extent of the mortgage boom between 2003 and 2005,

∆03−05Zi, captured by the growth in house prices and mortgage credit during that period.

This is because a higher Independenti,05 might be associated with a faster expansion in credit

and house prices. We thus explore whether lending by independents had a significant effect

on foreclosure beyond its association with certain county characteristics or with the extent of
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the housing boom in these counties. We finally also control for the share of originated loans

in a county that were sold for private securitization. There is now substantial evidence that

securitization has led to worse lending standards. Since independents securitized a higher

share of loans we control for securitization to differentiate between the effect of securitization

and that of the type of the originator.

4.2.2 Matching methods

A salient feature of our empirical exercise is that, in addition to standard regressions,

we also address the problems that could arise from using a linear regression with a poor

distributional overlap of control variables and the risk of placing undue weight on a linear

model by using matching methods. A linear representation might be inappropriate if the

underlying relations between variables are highly non-linear. Also, a regression alone does not

fully address the possibility that county characteristics are unbalanced between counties with

varying market share of independents. Therefore, we supplement the standard parametric

approach with a matching exercise. The objective of this approach is to reduce our sample to

a subsample of counties that are similar on a set of covariates that we find likely candidates

to be correlated with both, the main explanatory variable and the outcome variable. This

approach also allows us to address the concern that the market share of independents might

be highly correlated with county characteristics, as it involves testing whether the selected

subsamples of high and low market share of independents are indeed similar on a set of county

characteristics. Matching alone is not a method of estimation. It requires a technique to

compute estimates. The literature usually makes use of some matching estimator to test

the differences in means between the treated and control samples. We use the Abadie-

imbens bias corrected estimator for this specific purpose. However, an important aspect

of our exercise is that in addition to such estimates we re-run the earlier linear regressions

using the matched sample of treated and control counties. Therefore the matching exercise

is serving in essence as a nonparametric pre-processing of the data. Pre-processing the
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data the way we do reduces the correlation between our key variable and the controls and

therefore makes estimates based on the subsequent parametric analysis far less dependent

on modeling choices and specifications.12 Ho et al (2010), show that after preprocessing

the data estimates are less sensitive to changes in the parametric modeling assumptions.

Furthermore, the exercise serves as a stringent robustness test for our earlier results by

restricting our sample to characteristically similar counties.

4.3 Parametric Results

We first run a set of regressions following the linear model in (1) where the dependent

variable is the change in new foreclosure filing rates between the second quarter of 2005

and the second quarter of 2007. The results are shown in Table 5. In the first column we

run the regression with all controls included except for our key variable, the market share

of independents (some regressors not shown in table due to space limit) . We also include

state dummies and cluster error at the state level. We find that securitization was associated

with an increase in foreclosure filings. This result is not surprising as there is now evidence

showing that the OTD model has led to deterioration in lending standards (see e.g. Keys

et al. 2010; Purnanandam, 2010). The estimate of the coefficient on securitization implies

that an increase in one standard deviation of the securitization rate leads to an increase of

0.04 in the foreclosure filing rate. That means that 4 properties in every 10000 properties

per quarter or 1/5th in the increase in average filings between 2005Q2 and 2007Q2. The

estimate of the coefficient on per-capita income is not significant, but that is likely due to

the inclusion of the census income level variables. The results also imply that counties that

experience faster economic growth during the boom experienced less rise in foreclosures and

that counties with a higher share of low credit score consumers and a higher share of Black

population also display a more important rise in foreclosures. In the second column of Table 5

we include the market share of independent as a regressor. The estimate of the coefficient on

12See e.g. Rosenbaum and Rubin (1984), Rubin and Thomas (2000) and Imai and van Dyk (2004).
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this variable is positive and significant at the 1%. It implies that an increase in one standard

deviation in the market share of independents is associated with an increase in 0.08 in the rate

of foreclosure filings, which is of important magnitude as it stands around 40% of the increase

in average filings between 2005Q2 and 2007Q2. Interestingly, we find that the estimate of

the coefficient on securitization loses its significance and becomes significantly smaller. This

suggests that the coefficient in column (1) was capturing the effect of independents via their

higher securitization rate. But as we control for the market share of independents we find

that the type of lender is a more significant explanatory variable than securitization per se.13

In the third column we control, in addition, for the house price growth between 2003 and

2005, and the growth rate in mortgage credit over that same period. We find that these

factors do not significantly affect the coefficient on independents, and the estimates of their

coefficient are not significant. This is likely due to the fact that we are studying the early

rise in foreclosures, at which time the boom, particularly in house prices, was still ongoing.

In the fifth column, we show the result from a second stage regression of the change

in foreclosure on the benchmark regressors (see column 2) and the house price growth be-

tween 2005 and 2007 instrumented by the housing supply elasticity and the lagged house

price growth.14 We find that even when we control for house prices the relation between

independents and the rise in foreclosure remains strong despite a slightly smaller coefficient.

The estimate of the coefficient on the instrumented house price growth is negative, in line

with expectations, but not significant. These results minimize the concern that the relation

between the market share of independents and the change in foreclosure rate could be driven

by unobserved factors that affected house prices during that period.

In columns (5), (6), and (7) we repeat the above steps but replace the endogenous variable

13This finding is very robust and we later show that it also holds when controlling for different measures
of securitization. In a regression of the change in foreclosure rates on the market share of independents
and the share of securitization, alone, the estimates of both coefficients are positive and significant at the
1%. However, as we control for geographical and county characteristics, the share of securitization loses its
significant, but the estimate of the coefficient on independents always remains signficant.

14The first stage F-statistic=14.1 and gives a partial R2 = 0.05. The Sargan and Bassmann overidentifi-
caton test yield a p-value of 0.96 and 0.97, respectively.
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with the change in foreclosures between 2006 and 2007. This fully places the endogenous

variable in the downturn period and allows us to address concerns related to our choice of

studying the early rise in foreclosures and the possibility that some of our results might be

reflecting correlations that are present during the boom but not during the bust episode.

When the endogenous variable is the increase in foreclosure filings over one period only,

the estimated coefficient on independents decreases in magnitude but remains significant,

as shown in column (5). When we also control for the house price growth and the growth

in mortgage credit in column (6) we find a positive and significant coefficient on mortgage

credit growth, which also captures some of the effect of independents. The interpretation of

this finding is relatively straightforward. Between 2006 and 2007 more U.S. counties have

entered the downturn phase, in which case it is expected that the contraction to be at least

partly explained by the extent of boom, as in most boom-bust episodes. As for the impact

this has on the estimated coefficient on independents, it is expected that due to the fast

expansion of independents, their market share in 2005 will be correlated with the growth

rate of credit at county level. In the last column we also instrument for the house price

growth in 2007 and find a negative and significant coefficient.15 This also has an effect

of decreasing the magnitude of the coefficient on independents; as we will see shortly, the

market share of independents also predict a contraction in house prices, and therefore this

explains the impact on its coefficient in column (7).

Figure 6 shows that the contraction in mortgage credit started in 2005, albeit to a mild

degree as mortgage credit was still higher than that of 2003 and 2004 levels. In 2007, credit

contracted substantially further bringing total credit to a significantly lower level than in

the boom years. One might be concerned about how these movements in credit supply

could affect the documented relation between independents and foreclosures. Arguably,

however, movements in credit are only likely to affect foreclosures through their effect on

house prices, and we do control for this variable. Nevertheless we also run regressions where

15The F-statistic from first stage is equal to 31.2 and the partial R2 = 0.11. The Sargan and Bassman
overidentification tests yield a p-value of 0.52 and 0.55, respectively.
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the dependent variable is the change in total mortgage credit between 2005 and 2006 and

find similar results. We also study the relation between independents and foreclosures in

subsamples of counties based on their mortgage growth in 2005 and 2006. We find that

the relation is more important in magnitude in the subsample of counties that were still

experiencing a mortgage boom in 2005 and in 2006. These results are shown in Table 6. In

the first column we run a simple regression on the full sample, of the change in foreclosures

between 2005Q2 and 2006Q2 on a constant. In Column 2, we re-run the regression selecting

only the subsample of counties that recorded higher than median growth in 2005 and in

2006. We find the constants in both regressions comparable which suggests that counties

with fast growing mortgage market as of 2005 and 2006 also experienced a similar early rise

in foreclosure. In column (3) we include the benchmark regressors in Table 5 using the full

sample and find a positive and significant coefficient on independents. In column (4) we

restrict the regression to the same sample of fast growing counties, while in column (5) we

restrict it to the subsample of slow growing counties (below median growth in credit in 2005

and 2006) and find that the estimated coefficient on independents in column (4) is larger

in magnitude. In summary, the aggregate patterns, together with the IV regressions from

Table 5 and the results in Table 6 severely minimize the concern that the relation between

independents and foreclosure is driven by factors related to house price and credit movements

at the start of the downturn.

Credit, house prices, and unemployment We next explore whether counties with

a higher market share of independents also experienced a more severe housing downturn

and whether their regional economies were more impacted by the downturn. The rise in

foreclosures alone can have important consequences on the regional economy through its

effect on house prices (see e.g. Rogers and Winter, 2009; Mian et al., 2011). Lenders might

also shy away from these counties due to an increase in the perceived riskiness of borrowers

in these counties. These several hard-to-dissociate factors amplify the impact of foreclosures
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and might lead to a when-it-rains-it-pours effect. Disentangling the amplification mechanism

is beyond the scope of this paper, however, and our objective in this subsection is to examine

whether the presence of independents was also associated with worse outcomes in terms of

credit, house prices, and unemployment. We focus on the early credit and house price

contraction between 2005 and 2007 in order to minimize, to the best extent possible, the

impact of the liquidity crunch.16 As for unemployment, which is one of the hallmarks of

the Great Recession, it started its rise only in 2008. Therefore we also include 2008 in our

analysis while keeping in mind that some of this relation could be affected by the event of the

liquidity crunch. The results are shown in Table 7. The first column shows the results from a

linear regression similar to the one in equation (1) except that the endogenous variable is now

the change in total mortgage credit in the county between 2005 and 2007. We first find that

the market share of independents as of 2005 has a strong and significant negative impact

on mortgage credit growth during the downturn. An increase in one standard deviation

is associated with a contraction of around 5% in mortgage credit between 2005 and 2007

(0.1*-0.498). This sharper decline of credit in areas with higher pre-crisis market share of

independents could be due to a combination of both demand and supply effects, as discussed

earlier, both of which are likely related to the more important rise in foreclosures in these

areas. We also find that the higher market share of securitization is associated with a sharper

contraction in credit. However, this effect loses its significance when we control in the second

column for the expansion in credit and house prices during the boom. Column (2) also

suggests that the increase in house prices during the boom was also significantly negatively

associated with credit growth during the downturn. This is expected as the extent of the

boom is likely to be an important factor in explaining the severity of the bust. Controlling

for the mortgage boom, however, only slightly decreases the magnitude of the coefficient

on the market share of independents, which remains significant at the 1%. In the third

and fourth columns, the dependent variable is the change in house prices between 2005 and

16The impact of the liquidity crunch on lenders could widely vary based on lenders’ size and liability
structure, and its impact on credit supply could be in part unrelated to lending standards during the boom.
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2007. We find that there is a negative relation between the market share of independents

and house price growth, but that this relation is only significant when we control for credit

and house price growth during the boom. Note that unlike credit growth between 2005 and

2007, a more substantial housing boom predicts an increase in house prices between 2005

and 2007. This finding is likely due to the fact that there is a significant persistence in house

prices as they only started to decline substantially in late 2007 and during 2008. In the fifth

column the dependent variable is the change in unemployment between 2005 and 2007. The

coefficient on independents is positive but not significant. As mentioned earlier, however,

unemployment only started to increase during 2008.17 We thus regress, in column (6), the

change in unemployment between 2005 and 2008 on the benchmark regressors. We find that

the market share of independents is a significant predictor of the rise in unemployment, and

that a one standard deviation increase in the market share is associated with an increase of

0.16 points in unemployment rate.

4.4 Matching results

We use the Abadie-Imbens matching estimator which allows us to match counties with

respect to both categorical and continuous variables. Since continuous observations cannot

be exactly matched, the procedure allows for bias-correction for that purpose. Our match-

ing procedure and the post-matching balancing tests are carried in a way similar to a recent

literature that uses these methods. The matching strategy consists first of isolating a sub-

sample of counties that share similar characteristics based on our key explanatory variable,

the percentage of independent loans in 2005. The procedure is often used when the explana-

tory variable is categorical so that there is a clear cutoff between what is treated and what is

not. In our case, our explanatory variable is continuous and therefore we choose an ad-hoc

cutoff of the independent variable and we vary this cutoff for robustness. Such practice is

standard when the variable is continuous (see e.g. Almeida et al., 2010). Our benchmark

17U.S. unemployment rate in 2007 was in fact only slightly higher than that in 2005, 5% in comparison
to 4.9% respectively. Source: BEA.
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cutoff is the upper 15% of counties in terms of their market share of independents as of

2005.18 The smaller our sample is, the better our matches are, but decreasing our sample

too much might jeopardize our statistical tests. We denote this subsample as the sample of

“treated” counties. We end up with a sample of 107 treated counties. The objective is to

match this subsample to another subsample of counties that are similar in characteristics.

We choose our covariates with the main endogenous variable in mind, the change in the

rate of foreclosures.19 The covariates that we have to control for should be variables that are

likely to be correlated with both the market share of independents and the rise in foreclo-

sures. It is absolutely important, however, to avoid using a covariate for which we suspect

a direct causality from the market share of independents, such as, for example, the change

in house prices during the boom. Such variables will be included in the linear regression

that we run on the sample of treated and control counties, but cannot be included in the

matching process (see e.g. Ho et al, 2010). Our choice of covariates is self explanatory: we

choose to match on the county’s per capita income, average credit score, housing supply elas-

ticity, and unemployment rate. These are variables for which a causality from the treatment

variable is highly unlikely, yet they are likely to be correlated with both the market share of

independents and the rise in foreclosures. In the benchmark exercise we match counties in

the U.S. without geographical restrictions. We also show the results from an exercise where

we impose the matching to be restricted within a state, i.e., intrastate matching. We do so

to address concerns that state foreclosure laws could play an important role, although we do

control for state dummies in the post-matching regression stage.

4.4.1 Balancing tests

Upon completion of the matching estimation we conduct balancing tests. The objective of

these tests is to ensure that the distribution of the conditioning variables, the covariates, does

18This cutoff corresponds to a market share of independents of 0.3854; choosing a cutoff corresponding
to the higher 10% or higher 20% gives similar results.

19The fact that the outcome variable reflects a change in a flow variable addresses issues with unobservable
time-non varying county characteristics.
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not significantly differ across the treatment and the control groups. We use the Kolmogorov-

Smirnov (KS) test of distributional differences as well as t-test to compare the means. The

first row of Table 8 shows the change in foreclosures between treated and the control groups

of counties. A visual comparison of the means and medians across the two groups suggest

that the treated group experienced distinctly worse outcomes during the downturn. The

KS and t-tests suggest these differences are significant. The next four rows compare the

distribution of covariates between the treated and control subsamples. We find a strong

similarity and the KS test cannot reject that they are generated by the same distribution,

while the p-values from t-tests show that we cannot reject the equality of the mean. Table

10 shows similar results from the exercise in which, in addition to matching counties on the

four covariates, we also impose on the counties to be from the same state. This constraint,

indeed, makes it harder to find counties that are characteristically similar, nevertheless we

find that the KS and t-test suggest that the differences in the distribution of the covariates

and their means, respectively, are not significantly different between the treated and control

subsamples. Note that the p-value from the KS test on income is relatively small (0.12),

however, we find that on average it is the treated counties, i.e., counties with a higher market

share of independents, that have a slightly higher per-capita income; this is a lesser reason

for concern. The first row in Table 10 shows that, just like in the benchmark interstate

matching, foreclosure outcomes are significantly worse in the treated sample.

4.4.2 The Abadie-Imbens Estimator

We next show the results from the Abadie-Imbens matching estimator. We show results

from three different estimators: the sample average treatment effect (SATE), the sample

average treatment effect on the treated (SATT), and the population average treatment effect

on the treated (PATT). The results for the benchmark matching exercise are shown in

Table 9 which reports the differential change in foreclosure filings rate, mortgage credit

growth, and the change in unemployment rate between the treated and control samples.
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The results confirm that treated counties had experienced a significantly sharper increase in

foreclosures, as can be seen from all estimators which yield results of a similar magnitude.

The treatment effect, i.e., having a high market share of independents, is estimated to be

associated with an increase in foreclosure filings rate by around 0.26, which is higher than

the average increase in foreclosure filings rate over that period. The results on mortgage

credit and unemployment also confirm earlier findings, although we note that the impact

on unemployment varies substantially depending on the estimator used. Table 11 shows the

results from the intrastate match. The SATE estimator yields substantially lower difference

but results from all estimators are again significant for the three variables. Interestingly

we find that the SATT and PATT yield very similar results on the main outcome variable,

foreclosures, in the benchmark and the intrastate matching exercises.

4.4.3 OLS on the matched subsample

The third step of our matching exercise consists of running the benchmark linear regres-

sion on the subsample of matched counties. The results are shown in Table 12. Note that

we control, but do not show, for all previously used economic and demographic controls as

well as for state dummies (see Table 5), and we cluster errors at the state level. The first

three columns are regressions on the full sample for the three endogenous variables, change

in foreclosures, credit growth and unemployment. The next three are from the benchmark

matched subsample, while the last three are from the intrastate matched subsample. Look-

ing at the coefficients on foreclosure first, we find that the estimated coefficients on the

matched subsample are significantly larger in magnitude. In fact, the estimated coefficient

in column (4) is twice the size of that in column (1). The estimated coefficient from the

intrastate match, as shown in column (7), is even higher. These results are very encouraging

as they show that as we focus our study on characteristically similar counties our key finding

becomes sharper. As for the coefficients on mortgage credit and unemployment we find that

they are similar in magnitude in the interstate match, although the coefficient on mortgage
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credit growth becomes only significant at the 10%.

4.5 Discussion

In the earlier section we have shown that independents contributed disproportionally

to the lending boom and that, during the boom, the expansion in their market share was

more pronounced in areas with a higher percentage of low credit score consumers, and

areas experiencing higher house price growth. These findings alone hint to more severe

deterioration in the lending standards of independents when compared to banks, particularly

in light of the findings from the earlier literature that shows that the mortgage boom was

to a great extent caused by an outward shift in the supply of mortgage which was fueled

by greater moral hazard due to securitization (Mian and Sufi, 2009a). In this section, we

examine the outcome of this mortgage boom and focus particularly on foreclosures, a variable

that is more directly related to lending standards. We show that, even after controlling for

county characteristics, counties where a higher share of mortgage lending was channeled by

independents experienced a sharper rise in foreclosures. Indeed, it is the heterogeneity in the

market share of independents that allows us to carry this exercise. Despite the correlation

between the presence of independents and some of the county characteristics, it is far from a

perfect correlation. A large share of the market share of independents as of 2005 is explained

by their market share prior to the mortgage boom, as these lenders were concentrated in

several geographical pockets. Many counties which did experience high price growth during

the boom, and that had relatively lower average income and credit score were prior to the

boom, and also as of 2005, largely dominated by banks. We control for county characteristics

not only with standard parametric methods, but also by matching counties. These matching

methods allowed us to verify the claim that the type of lender is not perfectly correlated

with county characteristics.

These findings strongly indicate that the expansion of independents came at the expense

of a significant deterioration in lending standards, one which led them to either lend to a

28



riskier category of lenders, expend less effort in collecting soft information from the average

borrower, design riskier contracts (but possibly more attractive for the less risk-averse bor-

rowers), or all of the above. Such differential between the lending standards of banks and

independents alone can explain the above results. Exploring the risks associated with inde-

pendents’ lending is, however, beyond the scope of this paper, but would be an important

avenue for future research, possibly using disaggregated data. Our findings from the county

level data establish correlations that are quantitatively important at the aggregate level and

thus shed light on the aggregate contribution of independent lenders.

5 Exploring the Role of Regulation and Alternative

Hypotheses

Compared to banks, a conspicuous characteristic of independents is their weak regulation

and supervision. This difference offers a very plausible explanation to the patterns docu-

mented in this paper.20 Less tightly regulated and supervised lenders, by definition, face

fewer constraints when it comes to their lending policy. They are thus able to, under favor-

able circumstances such as the housing boom and the availability of the OTD technology,

gain market shares by originating increasingly risky loans. We nevertheless check the ro-

bustness of this argument by (a) testing alternative hypotheses and (b) exploiting variation

in mortgage related regulation across states.

5.1 Alternative Hypotheses

A long standing finance literature that examines the relation between competition and

lending standards offers ambiguous results (see e.g. Jarayatne and Strahan, 1996; Black

and Strahan, 2002; Campbell, 2006; Gabaix and Laibson, 2006; Dick and Lehnert, 2010).

20Keys et al. (2009) use this distinction between independents and banks to test for the impact of
regulation.
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Nevertheless, it suggests that competition can have a substantial effect on lending policy.

One might ask, therefore, whether the market share of independents, our key variable in

the analysis, is correlated with the degree of competition on the local market. To control

for the regional competition effect we control for a Herfindahl index constructed for the

top, 15, 30 and 50 lenders in the county (see e.g. Barth et al., 2009). We sequentially add

these indexes on the right hand side of our benchmark regression of foreclosures on county

characteristics. The results are shown in Table 13. In the first column we show the outcome

of the benchmark regression for comparison. We then in columns (2), (3), and (4) control for

our measures of market competition and find that the estimated coefficient on each of the

Herfindahl measures are far from significant. Note that when we control for the Herfindahl

indexes constructed for the top 30 and 50 lenders, in columns(2) and (3) respectively, our

sample of counties becomes smaller, as there are counties with fewer than 30 and 50 lenders.

Nevertheless, we find that the coefficient on independents remains positive and significant

in all three, and becomes larger in magnitude as the sample size shrinks in (3) and (4).

Another concern is related to the geographical diversification of lenders. Recently, Lout-

skina and Strahan (2011) showed evidence that geographically concentrated lenders act like

informed investors and tend to collect more information on the applicants, while geographi-

cal diversification has the opposite effect. One might argue that our results could be driven

by a difference in the degree of geographical diversification of lenders, which could have an

impact on the outcome of their lending. This is unlikely to explain our results, however, as

the bulk of bank lending was originated by geographically diversified lenders. Nevertheless

we control for this factor by computing the same index of lender diversification as in Lout-

skina and Strahan (2011) from which we compute a weighted measure of diversification at

the county level.21 We control for this measure in column (5) of Table 13 and find that it

has virtually no impact on the coefficient of independents and that the estimated coefficient

on the index is small and not significant.

21See Data Appendix.
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One might also argue that differences in lending standards between banks and indepen-

dents could be due to differences in their liability structure. In particular, banks typically

rely on core deposits (in varying degrees across banks) while independent lenders are essen-

tially wholesale lenders. There are two opposing predictions of the impact of deposit-taking

on lending standards. On one hand, the presence of subsidized deposit insurance might lead

to imprudent lending from banks. On the other hand, retail-lenders are more involved in

relationship lending (see e.g. Song and Thakor, 2007) and thus might be better placed to

efficiently screen applicants on soft information (see e.g. Purnanandam, 2010).22 We address

the question of whether the relations that we see in the data are driven by differences in

deposit-taking activity rather than by differences in the regulatory framework by exploiting

the heterogeneity in the extent of deposit-taking within banks. The increasing reliance on

wholesale funding by banks during recent decades (see e.g. Feldman and Schmidt, 2001)

makes our sample of banks a very heterogeneous one in terms of the ratio of core deposits to

assets. To exploit this heterogeneity we obtain data on the ratio of core deposits to assets

from the Reports of Income and Condition and from Statistics on Depository Institutions.23

The median core deposits to assets ratio in our sample banks, as of 2005, is 0.51. A significant

share of banks rely on deposits as a secondary source of funding as several large banks have

ratios lower than 0.2. We therefore compute the share of loans originated in each county

by banks with an above the median core deposits ratio, and also by banks above the upper

quartile cutoff. The non-bank lending is, by definition, done by independents which can be

characterized by a core deposits ratio equal to zero. We compete these measures with our

measure of the market share of independents in columns (6) and (7). The results strongly

suggest that the relation that we document is unlikely to be driven by the differences in

deposit taking. We also control for other cutoffs as well as a weighted average measure of

22Another argument that would lead to a similar prediction is one related to the fragility induced by
demand deposits as in Calomiris and Kahn (1991). However, wholesale funding or market borrowing are
also subject to a sudden stop and recent literature suggests that wholesale lenders could be more vulnerable
to withdrawal in episodes of liquidity shocks (see e.g. Gatev and Strahan, 2006; and Huang and Ratnovski,
2008).

23See Data Appendix.

31



core deposits in a given county (by imposing a ratio of core deposits to assets equal to zero

for independents) and find similar results.

Several studies have recently established a negative relation between securitization and

lending standards (see e.g. Keys et al., 2010; Purnanandam, 2010). This finding can be

explained, as earlier studies argued, by a moral hazard argument by which an originate-to-

distribute model diminishes banks’ screening and monitoring incentives (see e.g. Petersen

and Rajan, 1994; and Parlour and Plantin, 2008). In light of this finding, one might ask

whether the heterogeneity in the rate of securitization between banks and independents can

explain the relation between independents and the rise in foreclosures. We address this

question in our benchmark regressions by controlling for the share of securitized loans at

the county level. To compute this share we follow closely Mian and Sufi (2009a)’s definition

of private securitization. The results suggested that securitization explains at best a small

fraction of the effect of independents. We further address this question using other proxies

for securitization. Specifically, in addition to private securitization we control in columns (8)

and (9) for measures of the share of loans sold to GSEs and the share of loans that were kept

on the balance sheet of the originator, respectively. We see that in column (8) the estimated

coefficient on Percent sold to GSE to be negative but not significant. It slightly reduces the

estimated coefficient on independents which however remains very significant. The result

suggests that securitization to GSEs, unlike private securitization, is negatively correlated

with the rise in foreclosures. Indeed, GSEs required minimum standards on the loans their

purchased which could explain this correlation. The decline in the estimated coefficient on

independents could thus be explained by the fact that they sold a relatively smaller share of

their loans to GSEs. Nevertheless, this relation is weak and has only a small impact on the

benchmark regression. Finally, in column (9) we control for the share of all non-securitized

loans and find that the estimated coefficient to be positive and not significant.
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5.2 State regulation

We next explore whether the strong association between lending by independents and

the rise in foreclosures varied with the extent of mortgage market regulations across states.

If this association can be explained by the lack of sufficient regulation of independents, then

one might expect to find that this association is less (more) pronounced in more (less) regu-

lated states. The premise is the following: if state mortgage-related regulations are effective

in limiting risky loans, they are likely to have a more important effect on the lending of

the otherwise less regulated lenders, i.e., independent lenders. The challenge in identifying

such relation is the difficulty in measuring effective state regulation and supervision. State

laws that regulate the mortgage market vary widely across states, however, market observers

have pointed to a lack of enforcement problem (see e.g. Belskey and Retsinas, 2008; Treasury

Blueprint, 2008; Immergluck, 2009). With these caveats in mind, we explore two datasets on

state regulation. One dataset is constructed by Bostic et al. (2008) and reflects the extent

of state restrictions on predatory lending laws. The second dataset is on state regulation

of mortgage brokers and comes from Pahl (2007).24 Note that in most states, brokers and

lenders were supervised by the same state agency (see e.g. Immergluck, 2009), making this

index a good candidate for a proxy of mortgage regulation and supervision of both mortgage

brokers and lenders. These datasets thus focus on distinctive aspects of the mortgage market.

Arguably, however, more regulation and supervision of mortgage brokers and more restric-

tive predatory lending laws should both act as constraints on risky lending. We thus run

regressions where we interact the share of independents as of 2005 with one of these indexes

on new state mortgage-related regulations. We focus on new regulations for several reasons.

First, Bostic et al.(2008) make the distinction between pre- and post-1999 state regulations

on anti-predatory lending, as the modern laws were patterned differently, akin the Home

Ownership and Equity Protect Act (HOPEA) that congress enacted in 1994. They find that

these new laws with broader coverage had an effect above and beyond the old laws. Second,

24See Data Appendix
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since our dependent variable measures the change in new foreclosure filings, one would ex-

pect that examining new laws would also be more appropriate in our context. Third, since

many of the state regulations were not effectively implemented during the mortgage boom

(see e.g. Immergluck, 2009) a concern about effectiveness leads us to place more weight on

new regulations which are a better proxy of a state’s regulatory reaction to the mortgage

boom. For these reasons, and for comparability with the data from Bostic et al. (2008), we

examine the new state regulation on broker regulations which are available from Pahl (2007)

between 1996 and 2005.25 For each regulation measure, the anti-predatory lending laws and

the broker regulations, we rank states and assign a dummy for the upper quartile of most

regulated states. We do so to minimize the effect of the judgmental nature in which these

indexes were constructed by sometimes a linear sum of subcomponents. Finally, since we are

examining laws at the state level one cannot control simultaneously for state dummies. In-

stead we also control, in addition to the county characteristics, for state characteristics that

could affect foreclosures such as the state GDP, and three dummies capturing foreclosure

related laws (see Pence, 2006).

The results from these regressions are shown in Table 14. In the first column we show

the results from the benchmark regression of the rise in foreclosure on the county and state

controls, to which we add the dummy for states with high broker regulation. We find that

the estimated coefficient on the dummy is negative, meaning that these states experienced

on average a smaller increase in foreclosures during the downturn. In the second column we

interact the broker dummy with the market share of independents (third row) and find a

negative and significant coefficient. This result supports the premise that more regulation

lessened the impact of independents on foreclosures. Note that the coefficient on the regula-

tion dummy turns positive. This is surprising but could be due to a host of factors that we

cannot control for, such as state specific effects. In the third column we cluster errors at the

25The data are also available for 2006 but we exclude this year out of a concern for possible endogeneity
with the outcome variable. Nevertheless we include it in a robustness exercise and find that it does not affect
our results (not shown).
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state level and find that the coefficient remains significant at the 5%. In columns (4), (5)

and (6) we re-do the exercise in the first three columns this time replacing the dummy for

broker regulation with the dummy on the anti-predatory lending laws. Column (4) shows

that there is a negative correlation between the dummy and the increase in foreclosure, yet

it is far from significant. Interestingly however, when we interact this dummy variable with

the market share of independents we find that the results mirror our earlier finding from the

broker dummy, with however a smaller magnitude on the interaction variable which is also

only significant at the 10% in the last column where errors are clusters at the state level.

While the regulation variables we use are far from ideal, as they are not direct measures

of effective state regulation of mortgage lenders, the results do suggest that the effect of

independents on foreclosure is weaker in states that implemented stricter mortgage related

regulations during the boom. Taken together with our robustness analysis, the findings

suggest that regulation could be key in explaining the lender effect on foreclosures.

6 Conclusion

The evidence in this paper suggests that the lightly regulated independent lenders con-

tributed disproportionately to the recent boom-bust housing cycle. We show that, to a large

extent, the mortgage boom was fueled by a fast expansion of credit from independent lenders.

We then show that the market share of these independents as of 2005 is a strong predictor of

the increase in foreclosure between 2005 and 2007. We carefully control for county character-

istics using both parametric and semi-nonparametric methods and show that these patterns

are unlikely to be driven by factors unrelated to the lending standards of independents. We

show robustness tests that suggest that this strong association between independents and

the rise in foreclosures is most likely be due to the weak regulatory structure. We illustrate

the macroeconomic consequences of these relations by showing that the presence of inde-

pendents also predicts the contraction in credit and house prices and the subsequent rise
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in unemployment between in 2007 and 2008. Overall our findings lend support to the view

that more stringent regulation could have averted some the volatility in the housing market

during the recent boom-bust episode. Our study sheds light on the aggregate contribution

of the least regulated lenders. An interesting avenue for future research is to identify, using

disaggregated data, the characteristics that made lending by independents riskier than that

by banks.
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7 Data Appendix

HMDA Data

We use a comprehensive sample of mortgage applications and originations that have been

collected by the Federal Reserve under the provision of the Home Mortgage Disclosure Act

(HMDA). Under this provision, the vast majority of mortgage lenders are required to report

data about their house-related lending activity.26 HMDA data covered around 95% of all

mortgage originations in 2005 (see e.g. Dell’Ariccia et al., 2008), and has a better coverage

within MSAs due to stricter reporting requirements in these areas.

The HMDA data provide information on the year of the application (the data is available

on an annual basis), the amount of the loan, the lender’s decision, and the income of the

applicant. The data also provide information on the gender and race of the applicant, as

well as other information on the census tract of the property such as the median income and

share of minority households.

The raw HMDA data in our sample covering the sample period 2003 to 2008 period

contain around 190 million applications. Of these, we keep only loans that are either approved

or denied (Action code 1,2, and 3). We further restrict our loans types to be conventional

(we exclude Federal Housing Agency, Veterans Administration, Farm Service Agency or

Rural Housing Service), the property types to be one to four-family, the loan purpose to be

26Lenders are required to report if they meet certain criteria related to size, geographical location, the
extent of housing-related lending activity, and regulatory status. Regarding size, a depository institution is
subject to HMDA reporting requirements if it has assets of $34 million or more, as of December 31, 2004.
In 2010, the Board raised this threshold to $40 million. For a non depository institution, total assets must
exceed $10 million, as of December 31 of the preceding year, taking into account the assets of any parent
corporation. Regarding the geographical location, lenders must report if they have offices in a Metropolitan
Statistical Area (MSA) or if they are non-depository institutions with lending activities on properties located
in an MSA. Lenders must also report if they are depository institutions with at least one home purchase
loan or if they are non-depository institutions and they originate 100 or more home-purchase and refinancing
loans. As for the regulatory status, lenders must report if they are non-depository institutions or if they are
depository institutions that are federally insured or regulated.

41



home purchase only (excluding home improvement, refinancing purposes), and the occupancy

status to be owner-occupied as principal dwelling. This leaves us with 34 million applications.

We distinguish between the type of lenders based on information available from HMDA

on their regulatory agencies. Depository institutions and their affiliates (which we refer to

as banks) are listed under the following agencies: Federal Deposit Insurance Corporation,

Federal Reserve System, Office of the Comptroller of the Currency, Office of Thrift and

Supervision, and National Credit Union Administration. Non-bank mortgage originators

(independents) are listed under the Department of Housing and Urban Development.

We restrict our study to mortgage originations in counties situated in an Metropolitan

Statistical Area (MSA) for which HMDA has better coverage and data on house prices and

on house supply elasticity are available. This leaves us with 773 counties. These counties

cover around 80% of total mortgage originations in HMDA in 2005.

We aggregate our data on mortgage originations at the county level which gives us the

volume of loans originated in a county during a year. We can also distinguish between the

originators. We calculate, in a county, the percentage of loans originated by independent

mortgage companies and by banks.

HMDA provides information on the securitization process. Lenders are asked to report

whether the originated mortgage was sold to a third party during the same calendar year in

which it was originated. HMDA defines 8 types of purchasers. In the benchmark exercise we

follow the approach of Mian and Sufi (2009a) and define securitization as being “private secu-

ritization”, i.e., loans sold to private securitization pools, or sold to life insurance companies,

credit unions, mortgage banks, and finance companies. We also supplement this measure

with several other measures of securitization such as the share of of GSE securitization, as

well as the share of non-securitized loans.

With the originated loan volume information, HMDA data allows us to construct mea-

sures on credit growth, bank competition (Herfindahl index) and geographic diversification.

More specifically, for Herfindahl index we sum for each county the square of the percentage
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share of originated loans of the top 15 , 30, and 50 mortgage originators to create three

respective competition indicators. The Herfindahl index ranges from near 0 for a county

that has much bank competition to 1 for a county that has only bank, i.e. no competition.

For lender geographic diversification, we follow closely the method used in Loutskina and

Strahan (2011). The variable measures the extent to which a lender concentrates its lending

within a Metropolitan Statistical Area (MSA). The measure equals the sum of squared shares

of loans made by a lender in each of the MSAs in which it operates, where the shares are

based on originated loans. The geographic diversification measure ranges from near 0 for

lenders operating cross most U.S. MSAs to 1 for lenders operating in a single MSA. We

construct our county level index by taking weighted average of the indexes of geographical

diversification for each lender in the region, weighted by their share of originated loans.

Inter-University Consortium for Political and Social Research

Inter-University Consortium for Political and Social Research (ICPSR), an affiliated in-

stitute of the University of Michigan, maintains a database on demographic and economic

characteristics of U.S. counties. The sources of the database include the Bureau of the Cen-

sus, the Bureau of Economic Analysis, the Bureau of Labor Statistics, as well as other sources

(website: http://www.icpsr.umich.edu/icpsrweb/ICPSR/). For our county level analysis, we

include the following economic and demographic characteristics: per capita personal income

in 2005 (CA0N0030 05), Percent of Black resident population in 2005 (PctBlack05), percent

of Hispanic resident population in 2005 (PctH05), and average net international migration

from 2001 to 2005 (IntlMig01,02,03,04,05). We also compute the per capita income growth

between 2003 and 2005 using annual growth measures from the U.S. Bureau of Economic

Analysis (BEA).

RealtyTrac Foreclosure Market Trend Data

The RealtyTrac U.S. Foreclosure Market Trend Report provides comprehensive data on

foreclosures at the county level. Data is taken from more than 2,200 counties in the U.S.

that account for more than 90 percent of the population. RealtyTrac’s report provides
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foreclosure rates at the county level based on five types of documents filed in all three phases

of foreclosure. Two filings, the Notice of Default and the lis pendens correspond to the

first stage of foreclosure, prior to a foreclosure auction. Two filings are associated with the

foreclosure auction, which are the Notice of Trustee Sale and the Notice of Foreclosure Sale.

When a foreclosure auction is unsuccessful, the lender will legally repossess the property

which is then filed as a REO, or Real Estate Owned. Our measure of foreclosure filings

reflects all three stages of foreclosure and is a sum of all filings on properties in the county

divided by the number of households in the county which is also provided by RealtyTrac.

To avoid double counting, RealtyTrac only reports the most recent filing on a property. The

report also checks if the same type of document was filed against a property in a previous

month or quarter. When this is the case, the report does not count the property if a previous

filing occurred within the estimated foreclosure time frame for the state the property is in.

The reports are available from April 2005. We took the second quarter of 2005, 2006, and

2007 and use them to compute year on year changes as a measure of the increase in foreclosure

filing rates.

Federal Housing Finance Agency

House Price Index (HPI) is a quarterly data published by the U.S. Federal Housing

Finance Agency, an entity created in 2008 from the merging of the U.S. Office of Federal

Housing Enterprise Oversight and the U.S. Federal Housing Board. As a weighted, repeated

sales index, the HPI measures average price changes in repeat sales or refinancing on single

family properties with mortgages that have been purchased or securitized by Fannie Mae or

Freddie Mac. The HPI includes indexes for all nine Census Divisions, the 50 states and the

District of Columbia, and every Metropolitan Statistical Area (MSA) in the U.S., excluding

Puerto Rico. Compared to S&P/Case-Shiller indexes, the HPI offers a more comprehensive

coverage of housing price trends in the U.S. metropolitan areas. We use the HPI data at

MSA level (most disaggregated level that is available for this variable) and compute the year

on year changes as a measure of house price growth in a given MSA.
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TransUnion Trend Data

TransUnion is a leading consumer credit information company is the U.S., which offers

credit-related information to potential creditors. It compiles the Trend Data, an aggregated

consumer credit database that offers quarterly snapshots of randomly selected consumers,

which enables the evaluation of actual consumer credit data over time. Data aggregations

are available at national, state, metropolitan statistical area (MSA) and county levels. We

use two categorical measures on credit scores in a county: Average Consumer Credit Score

(ACCS) in 2004 and the Proportion of Low Consumer Credit Scores (PLCCS) as in Fellowes

(2006).

Housing Supply Elasticity

Saiz (2010) provides a measure of housing supply elasticity at the MSA level computed

based on topological factors. These factors are exogenous to house market conditions and

population growth and are computed using both water and land slope constraint informa-

tion obtained using Geographic Information System (GIS), United State Geographic Service

(USGS), and USGS Digital Elevation Model (DEM). The data covers 269 Metropolitan areas

using the 1999 county-based MSA or NECMA definitions. The geographic data is calculated

using the principal city in the MSA, i.e., the first one on the list of a MSA name.

Call Report data

All regulated depository institutions in the United States are required to file their fi-

nancial information periodically with their respective regulators. Reports of Condition and

Income data are a widely used source of timely and accurate financial data regarding banks’

balance sheets and the results of their operations. Specifically, every national bank, state

member bank and insured non-member Bank is required by the Federal Financial Institu-

tions Examination Council (FFIEC) to file a Call Report as of the close of business on the

last day of each calendar quarter. The specific reporting requirements depend upon the size

of the bank and whether or not it has any foreign offices. The availability of agency specific

bank IDs in HMDA (Federal Reserve RSSD-ID, FDIC Certificate Number, and OCC Char-
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ter Number) allows us to match HMDA lenders that are depository institutions with their

financials from the Call report. For savings institutions, i.e. depository institutions regulated

by the OTS, we use the balance sheet information from Statistics on Depository Institutions

(SDI), available from the FDIC, and match them with HMDA using OTS docket number.27

We use the financial information to compute a core deposit ratio as total deposit minus time

deposit over $100,000 divided by total asset (see e.g. Berlin and Mester, 1999). Naturally,

for non-depository institutions we assign a zero for this ratio. We then rank lenders based

on their core deposit (CD) and pick two thresholds for CD, 0.51 and 0.61, which correspond

to the lower quartile and median values. We then compute the percentage share of banks in

a county that is above these thresholds.

State Broker Regulation

We use Pahl’s (2007) compilation of mortgage broker regulation in fifty states and the

District of Columbia. These regulations pertain to requirements on the financial entity’s

controlling individual and managing principal (such as age, state of residency, pre-licensing

education, examination results as well as net worth), requirements on the entity to maintain

a minimum net worth or a surety bond, as well as physical office requirements such as

maintaining a physical office in the state, obtaining a license or certificate and paying various

fees. Pahl assigns a value for the intensity of each of twenty-four regulatory components.

We focus on new regulations that were put in place by the various states between 1996 and

2005.

State Anti-predatory Law Index

In 1994, Congress enacted the first modern, comprehensive anti-predatory lending statute,

the Home Ownership and Equity Protection Act (HOEPA). Starting in 1999, many states be-

gan adopting anti-predatory lending laws akin to HOPEA; these were labeled mini-HOPEA

laws. These mini-HOEPA laws display considerable variation across states. Bostic et al.

(2008) constructed a legal dataset of these laws in 50 states and the District of Columbia.

27http://www2.fdic.gov/sdi/
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They also computed a state level index which scores the degree of restrictiveness on anti-

predatory lending. The subcomponent of this index are indexes that measure the extent of:

1) Restrictions (limits on prepayment penalties, restrictions on balloon payments, require-

ments for credit counseling, and limits on judicial relief), 2) Coverage (number of loan types,

APR trigger for first lien/subordinate mortgages, points and fees trigger) and 3) Enforce-

ment mechanisms (assignee liability, enforcement against originators). We use their additive

state level index of new mini-HOPEA laws which is available in Table 2 in their paper.
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Figure 1: Income distribution.

Notes: This figure compares the income distribution of originated loans for each type of lender. The histogram
of applicants’ income for loans originated by independents is in black (dark blue in color).
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Figure 2: Market share of independents.

Notes: This figure shows a histogram of the market share of independents in our sample of 773 counties.
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Figure 3: The expansion of independent lenders.

Notes: This figure shows the shift in Independents’ share of the mortgage market between 2003 and 2005.
For comparison we plot the 45 degree line to underline the upward shift.
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Figure 4: Foreclosures

Notes: This figure shows the evolution over time of foreclosure filings in percentage of originated mortgages.
Source: HUD.
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Notes: This figure shows a scatter of the change in foreclosure filing rate (05Q2-07Q2) on the market share
of independents as of 2005. In the left diagram we show the full sample. In the right doagram we show the
close-up of the scatter eliminating counties with a market share of independents that is higher than 0.4. In
both scatters we also fit a line from the regression of foreclosures on independents alone, in both samples we
find a positive and significant coefficient.
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Figure 6: Mortgage credit boom and bust.

Notes: This figure plots the logarithm of total mortgage credit in our sample (bars) and an index of house
prices in the U.S. (line, yearly average of quarterly data). Source: HMDA data (our sample, see Data
Appendix) and FHFA.
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Figure 7: Credit, house prices, and unemployment.

Notes: This figure shows a scatter of mortgage credit growth between 2005 and 2008 (left) house price growth
between 2005 and 2008 (middle) and change in unemployment rate between 2005 and 2008 (right), against
the market share of independents as of 2005.
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Table 1: Summary statistics: loan originations

This table presents summary statistics for the originated loans by both Independents and Banks for three
years in our HMDA sample. Jumbo loan cutoffs are selected using information on loan limits from Fannie Mae
and Freddie Mac for the corresponding year. We use the following limits for one family house mortgage loans:
$322, 700 for 2003, $359, 650 for 2005, and $417, 000 for 2007. See Data Appendix for detailed information
on the selection of our sample.

Full Sample

Banks Independents

Year N Mean Median N Mean Median p-value

Loan amount (000’s) 2003 2,309,677 181,229 146,000 1,056,122 164,044 142,000 0.00
2005 2,770,440 203818 154000 1,867,061 174,472 136,000 0.00
2007 2,155,242 220008 165000 658,369 208,325 176,000 0.00

Applicant Income 2003 2,227,064 89,468 69,000 1,013,923 79,904 66,000 0.00
2005 2,665,797 98,122 75,000 1,769,365 89,749 74,000 0.00
2007 2,100,790 109,093 80,000 629,392 98,470 78,000 0.00

Loan to income 2003 2,227,064 2.32 2.26 1,013,911 2.58 2.28 0.00
2005 2,665,797 2.31 2.29 1,769,365 2.12 2.11 0.00
2007 2,100,790 2.35 2.32 629,392 2.56 2.47 0.00

Non-Jumbo Loans

Banks Independents

Year N Mean Median N Mean Median p-value
Loan amount (000’s) 2003 2,051,601 141,935 133,000 973,496 140,219 133,000 0.00

2005 2,400,392 147,281 135,000 1,679,344 137,970 122,000 0.00
2007 1,922,485 165,175 150,000 607,013 177,034 165,000 0.00

Applicant Income 2003 1,979,014 74671 64,000 935,856 72,310 63,000 0.00
2005 2,309,230 79619 68,000 1,593,676 80,226 70,000 0.00
2007 1,876,602 88270 73,000 581,551 88,171 74,000 0.39

Loan to income 2003 1,979,014 2.23 2.18 935,847 2.49 2.21 0.00
2005 2,309,230 2.16 2.14 1,593,676 1.98 1.95 0.00
2007 1,876,602 2.26 2.23 581,551 2.47 2.42 0.00
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Table 2: Statistical summary of the county level variables

This table show summary statistics for main the county level variables in our dataset. See Data Appendix for detailed description of the sources and
construction of these variables.
Source Variable N Mean Median Min Max S.D.
HMDA data

Mortgage credit growth, 2003-2005 773 0.32 0.30 -0.30 1.61 0.22
Mortgage credit growth, 2005-2008 773 -0.87 -0.81 -2.33 0.22 0.41

Market share of independents, 2003 773 0.23 0.22 0.02 0.55 0.09
Market share of independents, 2005 773 0.27 0.27 0.05 0.59 0.10

Share of private securitization, 2005 773 0.13 0.13 0.02 0.59 0.05

Herfindhal index 1, 2005 765 0.10 0.09 0.04 0.64 0.04
Herfindhal index 2, 2005 743 0.09 0.09 0.04 0.35 0.03
Herfindhal index 3, 2005 660 0.09 0.09 0.04 0.24 0.036

Lender geographical diversification, 2005 773 0.19 0.16 0.03 0.67 0.12

Realty Trac
Foreclosure rate, 2005Q2 697 0.10 0.06 0.01 0.66 0.11
Foreclosure rate, 2006Q2 684 0.19 0.11 0.01 1.94 0.24
Foreclosure rate, 2007Q2 730 0.29 0.19 0.01 2.33 0.33

ICPSR
Per capita income, 2005 746 10.34 10.32 8.54 11.44 0.22
Unemployment, 2005 766 5.03 4.9 2.3 15.9 1.38
Share of Black population, 2005 773 11.02 6.1 0.06 78.57 13.04
Share of Hispanic population, 2005 773 7.81 3.48 0.37 89.36 11.27
International Immigration, 2000-05 773 0.010 0.006 -0.0007 0.087 0.013

BEA
Per capita income growth, 2003-2005 746 .13 .13 .03 .30 .06

FHFA
House price growth, 2003-2005 721 0.27 0.19 0.041 0.98 0.20
House price growth, 2006 721 0.04 0.04 -0.05 0.19 0.04
House price growth, 2006-2007 721 0.05 0.05 -0.21 0.30 0.07

Trans Union
Average consumer credit score 722 2.99 3 1 5 1.25
Percentage of low consumer credit score 718 2.95 3 1 5 1.26

Saiz (2010)
Housing supply elasitcity 773 2.37 2.23 0.59 12.14 1.24
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Table 3: Expansion of the Independents.
This table compares the mortgage expansion of banks with that of independents between 2003 and 2005. The first column regresses the change
in total mortgage credit on a constant and state dummies. In columns (2) and (3) the same is repeated for banks and independents respectively.
Column (4) simply regresses the difference between the growth rate of each type of lender. In columns (5) and (6) we show regressions in which the
endogenous variable is the change in the market share of independents between 2003 and 2005. We cluster errors at the state levbels in the regressions
corresponding to columns (5) and (6).

(1) (2) (3) (4) (5) (6)
Mortgage Credit Bank Credit Independent Credit ∆ Indep. share ∆ Indep. share ∆ Indep. share

03-05 03-05 03-05 %03-05 03-05 03-05
Constant 0.329*** 0.265*** 0.500*** 0.041*** 0.059*** 0.093***

(40.4) (33.2) (41.51) (21.06) (8.17) (8.35)

Independents -0.076*** -0.116***
(-2.31) (-3.57)

Housing supply -0.010***
elasticity (-4.13)
N 773 773 773 773 773 773
adj. R2 0 0 0 0 0.717 0.731

t statistics in parentheses
*p < 0.10, ** p < 0.05, *** p < 0.01
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Table 4: Expansion and house prices.

This table shows regressions of mortgage volume growth on house price growth. The first column shows the results from regressing mortgage growth
for banks between 2003 and 2005 on house price growth in 2002, a set of economic and demographic variables, and state dummies. In the second
column we show the same for independents. In the third column we show the result from the first stage of a IV regression where the dependent is
the change in volume between 2003 and 2005, the instrumented endogenous variable is the change in house prices over the same period, and the
instrument is the house price change over that same period. In the fourth and fifth column we show the results for the second stage where the
dependent variables are bank credit growth and independents’ credit growth, respectively. Erros are clustered at state level.

(1) (2) (3) (4) (5)
Bank Indep. House price growth Bank Indep.
03-05 03-05 05 05 03-05

IV IV
House price 1.656*** 3.317***
growth, 2002 (4.00) (3.69)

Housing supply -0.018***
elasticity (-2.75)

House price 0.0242 1.112*
growth, 2003-05 (0.05) (1.92)

Contstant 0.271*** 0.396*** 0.217*** 0.170** 0.0229
(20.44) (13.81) (4.23) (2.35) (0.20)

N 721 721 670 670 670
adj. R2 0.382 0.246 0.813 0.447 0.330

t statistics in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.01
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Table 5: An OLS of the rise in foreclosures on county characteristics.

This table shows results from the linear regression in equation (1). The dependent variable is the change in
new foreclosures rates between 2005Q2 and 2007Q2 in columns 1 to 4, and between 2006Q2 and 2007Q2 in
columns 5 to 7. See Table 2 and Data Appendix for details on the regressors. We also control for, but do
not show, six income variables that capture the percentage of census tracts with a median income that falls
into on of six income brackets, for the average immigration rate 2000-05, housing supply elasticity, and for
state dummies. Errors are clustered at the state level.

(1) (2) (3) (4) (5) (6) (7)
05-07 05-07 05-07 05-07 06-07 06-07 06-07

IV IV
Market share of 0.831*** 0.810*** 0.648*** 0.647** 0.544** 0.489***
independent, 2005 (2.94) (2.85) (2.80) (2.41) (2.05) (3.14)

Private securitization, 0.846** 0.315 0.149 -0.195 0.0138 -0.188 -0.385
2005 (2.64) (0.94) (0.41) (-0.44) (0.05) (-0.57) (-1.40)

Per-capita -0.00304 0.0325 0.0357 -0.0325 -0.0481 -0.00927 -0.0574
income, 2005 (-0.03) (0.30) (0.34) (-0.34) (-0.44) (-0.09) (-0.82)

Income growth, -1.200*** -1.096*** -1.109*** -0.936*** -0.318 -0.395 -0.368
2003-05 (-3.78) (-3.83) (-3.50) (-3.07) (-1.44) (-1.67) (-1.49)

Unemployment,, 0.00405 -0.00222 -0.00200 -0.0227 -0.00105 -0.000697 -0.0188
2005 (0.40) (-0.22) (-0.18) (-1.13) (-0.08) (-0.05) (-1.57)

Percentage of low 0.0528* 0.0399 0.0423 0.0509*** 0.0300 0.0296 0.0386***
credit score, 2004 (1.89) (1.65) (1.67) (2.91) (1.54) (1.48) (2.76)

Foreclosure rate,, 0.0553 -0.0876 0.00687 0.0233 -0.485** -0.409* -0.388***
2005Q2 (0.37) (-0.49) (0.04) (0.20) (-2.22) (-1.80) (-3.94)

Percent Black, 0.00319** 0.00325** 0.00317** 0.00386** 0.0000652 0.0000815 0.000610
2005 (2.26) (2.27) (2.04) (2.55) (0.05) (0.05) (0.50)

Percent Hispanic 0.00311 0.00214 0.00230 0.00392* 0.000795 0.00101 0.00168
2005 (0.88) (0.73) (0.78) (1.96) (0.29) (0.36) (1.15)

House price 0.122 0.165
growth, 2003-05 (0.72) (1.24)

Mortgage credit 0.0338 0.134**
growth, 2003-05 (0.50) (2.69)

House price -2.531
growth, 2005-07 (-1.23)

House price -2.599***
growth, 2007 (-2.58)

Constant 0.0814 -0.484 -0.533 0.551 0.405 -0.0235 0.667
(0.07) (-0.44) (-0.51) (0.46) (0.36) (-0.02) (0.89)

N 624 624 583 583 594 557 557
adj. R2 0.472 0.495 0.506 0.465 0.436 0.444 0.468

t statistics in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.01
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Table 6: Early rise in foreclosures in subsamples of counties selected based on mortgage
growth.

This table shows the output of simple linear regressions where the endogenous variables is the change in new
foreclosure rates between 2005Q2 and 2006Q2. In the first two columns we regress the dependent variable
on a constant, first in the full sample (Full) and second in a susbsample of counties with mortgage growth
above median both in 2005 and 2006 (High). In columns 3,4 and 5 we regress the dependent variable on
our benchmark controls from Table 3 (second column) for the full sample, the subsample of counties with
mortgage growth above median both in 2005 and 2006 and the subsample of counties with mortgage growth
below median both in 2005 and 2006 (Low). The table only shows the coefficients on our key explanatory
variable, the market share of independents. Errors are clustered at the state level.

(1) (2) (3) (4) (5)
Full High Full High Low

Market share of 0.344*** 0.564** 0.337**
independents, 2005 (2.73) (2.17) (2.44)

Constant 0.0975*** 0.105*** -0.611 0.369 -0.488
(5.86) (2.98) (-0.85) (0.29) (-0.40)

N 632 176 593 161 188
adj. R2 0.000 0.000 0.402 0.344 0.530

t statistics in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.01
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Table 7: Measures of the severity of the crisis and pre-crisis county characteristics.

This table shows results from linear regerssion of mortgage credit, house price and unemployment growth
on the benchmark regressors. The dependent variable is the growth rate between 2005 and 2007, except
for the last column which is the growth rate of unemployment between 2005 and 2008. See Table 5 and
Data Appendix for details on the regressors. We also control for, but do not show, six income variables that
capture the percentage of census tracts with a median income that falls into on of six income brackets, for
the average immigration rate 2000-05, housing supply elasticity, percentage Black, percentage Hispanic, and
for state dummies. Errors are clustered at state level.

(1) (2) (3) (4) (5) (6)
Credit Credit House price House price Unemployment Unemployment
05-07 05-07 05-07 05-07 05-07 05-08

Market share of -0.498*** -0.454*** -0.0939 -0.168*** 0.687 1.639**
independents, 2005 (-3.21) (-3.76) (-1.47) (-3.10) (1.36) (2.61)

Private Securitization, -0.550** -0.235 -0.00794 -0.0932 0.644 0.631
2005 (-2.25) (-1.49) (-0.08) (-1.18) (1.07) (0.45)

Per capita 0.0368 0.0292 -0.0337 -0.0171 -0.265 -0.356
income, 2005 (0.52) (0.51) (-1.23) (-0.66) (-1.53) (-1.42)

Income growth 0.702*** 0.738*** 0.178** 0.126* -0.0990 0.251
2003-05 (3.38) (3.89) (2.11) (1.72) (-0.17) (0.26)

Unemployment , -0.0107 -0.0135 -0.00965 -0.00803 -0.245*** -0.125
2005 (-0.85) (-1.32) (-1.32) (-1.23) (-3.07) (-1.15)

Percentage of low 0.0110 0.0118 0.00501 0.00361 -0.0648* -0.0256
credit score, 2005 (0.90) (1.28) (0.87) (0.63) (-1.70) (-0.52)

Foreclosure rate, 0.150* 0.0619 -0.0225 0.0185 0.202 0.520*
2005Q2 (1.84) (0.94) (-0.73) (0.77) (1.09) (1.80)

House price -0.471*** 0.227* 0.862
growth, 2003-05 (-4.01) (2.00) (1.61)

Mortgage credit -0.0650 0.0696** 0.201
growth, 2003-05 (-1.08) (2.06) (0.99)

Constant -0.423 -0.238 0.571* 0.365 2.793 4.350
(-0.58) (-0.39) (1.91) (1.31) (1.46) (1.55)

N 644 599 599 599 644 599
adj. R2 0.719 0.755 0.696 0.743 0.713 0.711

t statistics in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.01
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Table 8: Comparison between treated and control, interstate matching.

This table compares our outcome variables and covariates (*) between the treated and control samples. The
KS test compares the distribution across both samples while the t-test is test of the difference in means.

Mean 25% Median 75% KS Test T Test

Foreclosure 05-07 Treated 0.432 0.130 0.360 0.610 0.000 0.000
Control 0.154 0.000 0.090 0.230

Credit Risk* Treated 3.174 2.0 3.0 4.0 1.000 0.965
Control 3.168 2.0 3.0 4.0

Elasticity* Treated 1.651 1.067 1.529 2.241 0.207 0.286
Control 1.735 1.196 1.629 2.302

Unemployment* Treated 5.2 4.3 5.0 5.6 1.000 0.716
Control 5.2 4.2 4.9 5.8

Income* Treated 10.385 10.207 10.385 10.567 0.697 0.817
Control 10.379 10.205 10.387 10.536

Table 9: Matching estimators, interstate.

This table shows the Abadie-Imbens matching estimators from the benchmark interstate matching exercise.
We compare the change in mortgage volume, foreclosure, and unemployment between the matched samples.
The matching estimators shown in columns are the average treatment effect, the average treatment effect
on the treated and the average treatment effect on the treated where standards error are adjusted for the
population.

SATE SATT PATT

Foreclosure 05-07 0.2556*** 0.2606*** 0.2606***
(0.0398) (0.0371) (0.0418)

Volume 05-07 -0.1624*** -0.1652*** -0.1652***
(0.0226) (0.0225) (0.0284)

Unemployment 08 0.2670*** 0.3190*** 0.5175**
(0.0990) (0.0896) (0.1604)
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Table 10: Comparison between treated and control, intrastate matching.

This table compares our outcome variable and covariates (*) between the treated and control samples. The
KS test compares the distribution across both samples while the t-test is test of the difference in means.

Mean 25% Median 75% KS Test T Test

Foreclosure 05-07 Treated 0.416 0.135 0.385 0.605 0.000 0.000
control 0.170 0.05 0.19 0.27

Credit Risk* Treated 3.2333 2 3.5 4 0.928 0.594
Control 3.122 2 3 4

Elasticity* Treated 1.717 1.100 1.550 2.553 0.704 0.721
Control 1.758 1.068 1.605 2.175

Unemployment* Treated 5.222 4.1 5.1 5.7 0.179 0.240
Control 4.99 3.9 4.9 5.8

Income* Treated 10.375 10.171 10.353 10.582 0.126 0.712
Control 10.362 10.168 10.253 10.547

Table 11: Matching estimators, instrastate

This table shows the Abadie-Imbens matching estimators from the state matching exercise. We compare the
change in mortgage volume, foreclosure, and unemployment between the matched samples. The matching
estimators shown in columns are the average treatment effect, the average treatment effect on the treated
and the average treatment effect on the treated where standards error are adjusted for the population.

SATE SATT PATT

Foreclosure 05-07 0.1964** 0.2600*** 0.2600***
(0.0991) (0.0392) (0.0428)

Volume 05-07 -0.0873*** -0.1302*** -0.1302***
(0.0352) (0.0238) (0.0242)

Unemployment 05-08 0.1969** 0.2310*** 0.2310***
(0.0767) (0.0688) (0.0747)
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Table 12: Comparison of OLS on full, interstate matched, and intrastate matched samples.
The endogenous variables are the change in foreclosure (05-07), denoted by For, mortgage credit growth (05-07), denoted by Vol., and the change in
unemployment rate (05-08). The first three columns show regressions of these dependents variables on the market share of independents controlling
for county economic, demographic characteristics, and for the growth in mortgage and house prices during the boom. The next three columns (4)-(6),
run the same regressions on the subsample of matched counties from the benchmark interstate matching exercise. The last three columns (7)-(9), run
the same regressions on the subsample of matched counties from intrastate matching exercise. As in the benchmark regressions, we control for county
characteristics and state dummies (but do not show) and cluster errors at the state level.

All sample Interstate matching Intrastate matching
(1) (2) (3) (4) (5) (6) (7) (8) (9)
For. Vol. Un. For. Vol. Un. For. Vol. Un.

Market share of 0.840*** -0.499*** 1.900*** 1.685*** -0.423* 2.078** 1.982*** -0.536** 1.177*
independents, 2005 (3.37) (-3.83) (2.90) (3.97) (-1.76) (2.45) (5.54) (-2.14) (1.75)

House price 0.124 -0.488*** 0.859 0.309* -0.301 0.757 0.242 -0.511*** 1.582**
growth, 2003-05 (0.80) (-4.36) (1.54) (1.71) (-1.37) (1.14) (1.09) (-7.64) (2.84)

Mortgage credit 0.0339 -0.0517 0.211 -0.0683 -0.158 0.531** -0.0779 -0.145 0.807
growth, 2003-05 (0.47) (-0.84) (1.07) (-0.58) (-1.37) (2.04) (-0.40) (-1.36) (1.18)

Constant -0.205 -0.596 5.125* -0.385 -0.342 -5.549 -1.853 2.289 -15.64**
(-0.21) (-0.98) (1.94) (-0.25) (-0.27) (-1.04) (-0.72) (1.63) (-2.13)

N 583 599 599 278 280 280 162 162 162
adj. R2 0.504 0.752 0.714 0.572 0.790 0.796 0.414 0.796 0.849

t statistics in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.01
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Table 13: Robustness analysis.

This table shows variation on the benchmark regression in the second column of Table 5. The first column shows the benchmark regression. Columns
(2), (3) and (4) add measures of local market lender competition to the regressors: a Herfindahl index for the top 15, 30 and 50 lenders, respectively.
Note that only 376 counties have more than 50 lenders. Column (5) controls for a measure of the geographical diversification of lenders in the county
(see Strahan and Louskina, 2011; and the Data Appendix). Columns (6) and (7) control for the share of loans originated by banks with core deposits
ratio (CD) above 0.51 and 0.61, respectively (see text and Data Appendix). Columns (8) control for the share of loans that are sold to GSEs. Column
(9) controls for the share of originated loans that are not sold. As in the benchmark regression, we control for county characteristics (see Table 5),
state dummies, and we cluster errors at state level.

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Market share of 0.831*** 0.835*** 1.003*** 1.353*** 0.833** 0.866*** 0.892*** 0.790*** 0.922***
independents (2.94) (2.92) (3.27) (3.36) (2.66) (2.70) (2.92) (2.88) (3.36)

Private securitization 0.315 0.312 0.247 0.202 0.316 0.325 0.336 0.235
(0.94) (0.92) (0.58) (0.40) (0.94) (0.96) (1.00) (0.73)

Herfindahl index 0.0716
top 15 (0.27)

Herfindahl index -0.0289
top 30 (-0.07)

Herfindahl index 0.258
top 50 (0.36)

Geographic diversification 0.00526
of lenders (0.04)

Percent originated by 0.0624
CD > 0.5 banks (0.42)

Percent originated by 0.150
CD > 0.6 banks (0.88)

Percent sold to -0.199
GSEs (-1.37)

Percent not 0.106
sold (0.54)

Constant -0.484 -0.477 -0.241 -0.331 -0.490 -0.530 -0.540 -0.279 -0.404
(-0.44) (-0.43) (-0.20) (-0.27) (-0.45) (-0.48) (-0.48) (-0.24) (-0.36)

N 624 622 558 376 624 624 624 624 624
adj. R2 0.495 0.494 0.500 0.582 0.494 0.494 0.495 0.495 0.494

t statistics in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.01
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Table 14: Foreclosures and state regulations

This table shows results from regressions of the change in foreclosures filings rates on the benchmark controls
(see Table 5, column 2), state controls, and dummies for state mortgage-related regulations. We do not
control for state dummies since the regulation variables are at the state level. The dummy variable “States
with high broker regulation” indicates that the state is in the top quartile on the broker regulation index
constructed based on Pahl’s (2007) index of new mortgage broker regulations between 1996 and 2005 (see
text and Data Appendix). The dummy variable “States with high anti-predatory laws” indicates that the
state is in the top quartile on the anti-predatory lending laws index constructed by by Bolstic et al. (2008)
based on various indicators of new state regulations between 1999 and 2005 (see column 5, Table 2, p. 55
in their paper). In the third and fifth rows we control for the interaction of these dummies with the market
share of independents. We also control for property laws that affect foreclosures which are taken from Pence
(2006).

(1) (2) (3) (4) (5) (6)
Market share of 0.871*** 1.086*** 1.086*** 0.859*** 1.054*** 1.054***
independents, 2005 (6.40) (7.61) (3.14) (6.27) (7.04) (2.99)

States with high broker -0.0596*** 0.213*** 0.213*
regulation (-2.72) (3.23) (1.91)

Independents#broker -0.956*** -0.956**
(-4.37) (-2.10)

States with high anti-predatory -0.00623 0.180*** 0.180*
lending laws (-0.29) (2.83) (1.92)

Independents#anti-predatory -0.660*** -0.660*
(-3.11) (-1.77)

Judicial foreclosure 0.0601*** 0.0481** 0.0481 0.0577*** 0.0546*** 0.0546
(2.93) (2.36) (1.06) (2.80) (2.67) (1.08)

Statutory right of -0.0194 -0.0258 -0.0258 -0.0140 -0.0129 -0.0129
redemption required (-0.71) (-0.95) (-0.69) (-0.51) (-0.47) (-0.31)

Deficiency judgment 0.0704** 0.0601* 0.0601 0.0711** 0.0662** 0.0662
prohibited (2.17) (1.88) (0.84) (2.18) (2.04) (0.81)

State per capita GDP, 0.0382*** 0.0352*** 0.0352 0.0404*** 0.0382*** 0.0382
2002 (2.81) (2.63) (1.17) (2.96) (2.81) (1.05)

Benchmark controls YES YES YES YES YES YES

Cluster errors NO NO YES NO NO YES
at state level

Constant -1.455* -1.537* -1.537 -1.355 -1.078 -1.078
(-1.72) (-1.84) (-1.19) (-1.59) (-1.27) (-0.77)

N 594 594 594 594 594 594
adj. R2 0.183 0.208 0.208 0.173 0.185 0.185

t statistics in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.01
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1 Introduction

The e�ectiveness of microcredit as a tool to combat poverty is much debated now that after

years of rapid growth micro�nance institutions (MFIs) in various countries - including India,

Bosnia and Herzegovina, and Nicaragua - are struggling with client overindebtedness, repayment

problems, and in some cases a political backlash against the micro�nance sector as a whole. This

heightened scepticism, perhaps most strongly voiced by Bateman (2010), also follows the publica-

tion of the �ndings - summarized below - of a number of randomized �eld experiments indicating

that the impact of microcredit might be more modest than thought by its strongest advocates.

These studies have tempered the expectations many had about the ability of microcredit to lift

people out of poverty.

Much remains unclear about whether, and how, microcredit can help the poor to improve their

lives. Answering these questions is even more important now that the microcredit industry is

changing in various ways. In particular, increased scale and professionalization has led a number

of leading MFIs to move from group or joint-liability lending, as pioneered by the Bangladeshi

Grameen bank in the 1970s, to individual microlending.1

Under joint liability, small groups of borrowers are responsible for the repayment of each

other's loans. All group members are treated as being in default when at least one of them does

not repay and all members are denied subsequent loans. Because co-borrowers act as guarantors

they screen and monitor each other and in so doing, reduce agency problems between the MFI

and its borrowers. A potential downside to joint-liability lending is that it often involves time-

consuming weekly repayment meetings and exerts strong social pressure, making it potentially

onerous for borrowers. This is one of the main reasons why MFIs have started to move from

joint to individual lending.

Somewhat surprisingly, there as yet exists very limited empirical evidence on the relative

merits of individual and group lending, especially in terms of impacts on borrowers. Both the

ample theoretical and the more limited empirical literature mainly center on the impact of joint

liability on repayment rates. Armendáriz and Morduch (2005, p. 101-102) note that: �In a

perfect world, empirical researchers would be able to directly compare situations under group-

lending contracts with comparable situations under traditional banking contracts. The best test

would involve a single lender who employs a range of contracts (. . . ). The best evidence would

come from well-designed deliberate experiments in which loan contracts are varied but everything

else is kept the same.�

This paper provides such evidence from a randomized �eld experiment among 1,148 poor

women in 40 villages across rural Mongolia. The aim of the experiment, in which villages were

randomly assigned to obtain access to group loans, individual loans, or no loans, is to measure

and compare the impact of both types of microcredit on various poverty measures. Importantly,

neither the group nor the individual-lending programs include mandatory public repayment

meetings and are thus relatively �exible forms of microcredit.

The loans provided by the programs we investigate are relatively small, targeted at female

1Liability individualization is for instance at the core of `Grameen Bank II'. Large MFIs such as ASA in
Bangladesh and BancoSol in Bolivia have also moved towards individual lending. Cull, Demirguç-Kunt, and
Morduch (2009) show that joint-liability lenders tend to service poorer households than individual-liability lenders.
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borrowers, and progressive in nature: successful loan repayment gives access to another loan

cycle, with reduced interest rates, as is the case with many microcredit programs. Our evaluation

is based on two data rounds of collections: a baseline survey collected before the start of the

loans, and a follow-up survey collected 18 months (and potentially several loan cycles) after the

baseline.

Though the loans provided under this experiment were originally intended to �nance business

creation, we �nd that in both the group- and in the individual-lending villages, about one half

of all credit is used for household rather than business goals. Women who obtained access

to microcredit often used the loans to purchase household assets, in particular large domestic

appliances. Only among women that were o�ered group loans do we �nd an impact on business

creation: the likelihood of owning an enterprise increases for these women by ten per cent more

than in control villages. We also document an increase in enterprise pro�ts but only for villages

that had access to microcredit for longer periods of time. In terms of poverty impact, we �nd

a substantial positive e�ect of access to group loans on food consumption, particularly of fruit,

vegetables, dairy products, and non-alcoholic beverages.

In terms of individual lending, overall we document no increase in enterprise ownership,

although there is some evidence that as time passes women in these villages are more likely to

set up an enterprise jointly with their spouse. Amongst women in individual-lending villages

we also detect no signi�cant increase in (non-durable) consumption, though we �nd that women

with low levels of education are signi�cantly more likely to consume more.

The stronger impact on consumption and business creation in group-lending villages, after

several loan cycles, may indicate that group loans are more e�ective at increasing the permanent

income of households, though we detect no evidence of higher income in either individual- or

group-lending villages, relative to controls. If one were to take at face value the evidence on the

larger impact of group loans, one would want to ask why such loans are more e�ective at raising

consumption (and probably long-term income). One possibility is that the joint-liability scheme

better ensures discipline in terms of project selection and execution, so that larger long-run e�ects

are achieved. We document results on informal transfers that support this hypothesis: women in

group-lending villages decrease their transfers to families and friends, contrary to what we �nd

for women in individual-lending villages.

The remainder of this paper is structured as follows. Section 2 summarizes the related litera-

ture, and this is followed by a description of our experiment in Section 3. Section 4 then explains

our estimation methodology, and Section 5 provides the main results. Section 6 concludes.

2 Related literature

This paper provides a comparative analysis of individual versus joint-liability microcredit and as

such is related to the theoretical literature on joint-liability lending that emerged over the last

two decades.2 Notwithstanding the richness of this literature, the impact of joint liability on

2See Ghatak and Guinnane (1999) for an early summary. Theory suggests that joint liability may reduce
adverse selection (Ghatak, 1999/2000 and Gangopadhyay, Ghatak and Lensink, 2005); ex ante moral hazard
by preventing excessively risky projects and shirking (Stiglitz, 1990; Banerjee, Besley and Guinnane, 1994 and
La�ont and Rey, 2003); and ex post moral hazard by preventing non-repayment in case of successful projects
(Besley and Coate, 1995 and Bhole and Ogden, 2010).
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risk taking and investment behavior remains ambiguous. For instance, on the one hand, group

lending may encourage moral hazard if clients shift to riskier projects when they expect to be

bailed out by co-borrowers. On the other hand, joint liability may stimulate borrowers to reduce

the risk undertaken by co-borrowers since they will get punished if a co-borrower defaults.

Giné, Jakiela, Karlan, and Morduch (2010) �nd, based on laboratory-style experiments in a

Peruvian market, that contrary to much of the theoretical literature, joint liability stimulates

risk taking - at least when borrowers know the investment strategies of co-borrowers. When

borrowers could self-select into groups there was a strong negative e�ect on risk taking due

to assortative matching. Fischer (2010) undertakes similar laboratory-style experiments and

also �nds that under limited information, group liability stimulates risk taking as borrowers

free-ride on the insurance provided by co-borrowers (see also Wydick, 1999). However, when

co-borrowers have to give upfront approval for each others' projects, ex ante moral hazard is

mitigated. Giné and Karlan (2010) examine the impact of joint liability on repayment rates

through two randomized experiments in the Philippines.3 They �nd that removing group liability,

or introducing individual liability from scratch, did not a�ect repayment rates over the ensuing

three years. In a related study, Carpena, Vole, Shapiro and Zia (2010) exploit a quasi-experiment

in which an Indian MFI switched from individual to joint-liability contracts, the reverse of the

switch in Giné and Karlan (2010). They �nd that joint liability signi�cantly improves loan

repayment rates.

To the best of our knowledge, there as yet exists no comparative empirical evidence on the

merits of both types of lending from the borrower's perspective. Earlier studies that focus on the

development impact of microcredit study either individual or joint-liability microcredit, not both

in the same framework. In an early contribution, Khandker and Pitt (1998) and Khandker (2005)

use a quasi-experimental approach and �nd a positive impact of joint-liability microcredit on

household consumption in Bangladesh, though one must acknowledge the possibility of omitted

variable and selection bias. Morduch (1998) and Morduch and Roodman (2009) replicate the

Bangladeshi studies and �nd no evidence of a causal impact of microcredit on consumption.

Kaboski and Townsend (2005) also use non-experimental data and document a positive impact

of joint-liability microcredit on consumption but not on investments in Thailand. Based on

a structural approach the authors corroborate this �nding in Kaboski and Townsend (2011).

Bruhn and Love (2009) use non-random opening of bank branches in Mexico to analyze the

impact of access to individual loans on entrepreneurship and income. They �nd that branch

openings led to an increase in informal entrepreneurship amongst men but not women. Because

women in `treated' municipalities start to work more as wage-earners they eventually increased

their income too.

More recently, randomized �eld experiments have been used to rigorously evaluate develop-

ment policies, including microcredit (Du�o, Glennerster and Kremer, 2008). Banerjee, Du�o,

Glennerster and Kinnan (2010) randomly phase in access to joint-liability microcredit in the In-

dian city of Hyderabad. The authors �nd a positive impact on business creation and investments

by existing businesses, while the impact on consumption is heterogeneous. Those that start an

enterprise reduce their non-durable consumption so they can pay for the �xed cost of the start-up

3Ahlin and Townsend (2007) empirically test various repayment determinants in a joint-liability context.
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(which typically exceeds the available loan amount). In contrast, non-entrepreneurs increase their

non-durable consumption. Crépon, Devoto, Du�o, and Parienté (2011) �nd that the introduction

of joint-liability loans in rural Morocco led to a signi�cant expansion of the scale of pre-existing

entrepreneurial activities. Here as well there was a heterogeneous impact on consumption with

those expanding their business decreasing their non-durable and total consumption.

Two other �eld experiments focus on individual-liability loans. Karlan and Zinman (2011)

instructed loan o�cers in the Philippines to randomly reconsider applicants that had been la-

belled `marginal' by a credit-scoring model. They �nd that access to loans reduced the number

and size of businesses operated by those who received a loan. In a similar vein, Augsburg, De

Haas, Harmgart and Meghir (2011) analyze the impact of microcredit on marginal borrowers of

a Bosnian MFI. In contrast to Karlan and Zinman (2011), they �nd that microcredit increased

entrepreneurship although the impact was heterogeneous - similar to Banerjee et al. (2010) and

Crépon (2011). Because microloans only partially relaxed liquidity constraints, households had

to �nd additional resources to �nance investments. Households that already had a business and

that were highly educated did so by drawing on savings. In contrast, business start-ups and less-

educated households, with insu�cient savings, had to cut back consumption. These households

also reduced the school attendance of young adults aged 16-19.

Our paper is the �rst to use the same experimental context to compare the impact of indi-

vidual versus joint-liability microcredit on borrowers.

3 The experiment

3.1 Background

Micro�nance, as it is known today, originated in Bangladesh - one of the most densely populated

parts of the world with 1,127 people per km2 - but has also taken hold in less populated countries.

One of these is Mongolia, which encompasses a land area half the size of India but with less than

1% of the number of inhabitants. This makes it the least densely populated country in the world

with just 1.7 people per km2.4 This extremely low population density means that disbursing,

monitoring, and collecting small loans to remote borrowers is very costly, particularly in rural

areas. Mongolian MFIs are therefore constantly looking for cost-e�cient ways to service such

borrowers.

Mongolian microcredit has traditionally been provided in the form of individual loans, re-

�ecting concerns that the nomadic lifestyle of indigenous Mongolians had impeded the build up

of social capital outside of the family. Notwithstanding such concerns, informal collective self-

help groups (nukhurlul) have developed and some of these have started to provide small loans

to their members, in e�ect operating as informal savings and credit cooperatives. This indi-

cates that group lending might be feasible in rural Mongolia too. Moreover, recent theoretical

work suggests that when group contracts are su�ciently �exible, group loans can be superior

to individual loans even in the absence of social capital (Bhole and Oden, 2010). This implies

4Source: United Nations World Population Prospects (2005). Mongolia has a semi-arid continental climate
and an economy dominated by pastoral livestock husbandry, mining, and quarrying. Extreme weather conditions
- droughts and harsh winters with temperatures falling below -35º C - frequently lead to large-scale livestock
deaths.
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that group lending may also work in countries were social connectedness and the threat of social

sanctions is relatively limited.

This paper describes a randomized �eld experiment conducted in cooperation with XacBank,

one of Mongolia's main banks and the second largest provider of micro�nance in the country,

to compare the impact of individual and group loans on borrowers' living standards.5 While

XacBank provides both men and women with microcredit, our experiment focused on extending

credit to relatively less well-o� women in rural areas. This target group was believed to have

considerably less access to formal credit compared with richer, male, and urban Mongolians.

According to the Mongolian National Statistics O�ce (2006, p. 54): �Microcredit appears to be

unavailable to most of the poor living in the aimag and soum centers. Their normal channels

for credit are to borrow from a shop or kiosk where they often buy supplies or from a relative or

friend �.6

3.2 Experimental design

The experiment took place in 40 soum centers (henceforth: villages) across �ve aimags (hence-

forth: provinces) in northern Mongolia. Figure A1 in the Annex maps the geographical location

of all participating villages and provinces. The experiment started in January-February 2008

when XacBank loan o�cers and representatives of the Mongolian Women's Federation (MWF)

organized information sessions in all 40 villages. 7The goal and logistics of the experiment were

explained and it was made clear to potential borrowers that there was a 2/3 probability that

XacBank would start lending in their village during the experiment and that lending could take

the form of either individual or group loans. Women who wished to participate could sign up

and were asked to form potential groups of about 7 to 15 persons each. Because of our focus on

relatively poor women, the eligibility criteria stated that participants should in principle own less

than 1 million Mongolian tögrög (MNT) (USD 869) in assets and earn less than MNT 200,000

(USD 174) in monthly pro�ts from a business.8 Many of these women were on o�cial `poor lists'

compiled by district governments.

Various indicators show that the households in our sample lie markedly below the Mongolian

average in terms of income, expenditures, and social status. Data from the Mongolian statistical

o�ce indicate that the average rural household in 2007 had an annual income of MNT 3,005,000

(USD 2,610) whereas the average household in our sample earned MNT 1,100,000 (USD 955)

(we de�ne earnings as pro�ts from household enterprises plus wages from formal employment

5According to XacBank's mission statement, it intends to foster Mongolia's socio-economic development by
providing access to comprehensive �nancial services to citizens and �rms, including those that are normally
excluded such as low-income and remote rural clients. The bank aims to maximize the value of shareholders'
investment while creating a pro�table and sustainable institution.

6Mongolia is divided into 18 aimags or provinces which are subdivided into 342 soums or districts. Each soum
contains a small village or soum center of on average 1 kilometer in diameter. The average soum in our experiment
had 3,853 inhabitants of which on average 1,106 people (314 households) lived in the central village. The average
distance from a village to the nearest province center - small towns where XacBank's branches and loan o�cers
are based - is 116 kilometers. Because the distance between a village and the nearest paved road is on average
170 km, travel between villages, and between villages and province centers, is time consuming and costly.

7The MWF is a large NGO whose representatives worked together with XacBank and the research team to
ensure a smooth implementation of the experiment. They signed up participants, facilitated group formation in
the group-lending villages, provided information to loan applicants, and assisted the survey company.

8We use a MNT/USD exchange rate of 1,150 which corresponds to the average exchange rate during the �rst
half of 2008.
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by all household members). Similar patterns emerge when we compare expenditure levels, using

data from the Mongolian statistical o�ce or the EBRD 2006 Life in Transition Survey, or when

we compare livestock ownership, a primary wealth indicator in Mongolia.

After about 30 women had signed up in each village, a detailed baseline survey was adminis-

tered to all 1,148 participants during March-April 2008. Face-to-face interviews were conducted

by a specialized survey �rm hired by the research team and independent of XacBank. Inter-

views were held at a central location in each village where respondents and interviewers had

su�cient time to go through the questions without interruptions. Use of a central location also

minimized the risk that the female respondents would give biased answers due to the presence

of older and/or male family members (as had happened during piloting). Interviews lasted ap-

proximately one hour. At the time of the baseline survey we also collected information on the

main socioeconomic, demographic, and geographic characteristics of the 40 villages.

The baseline survey measured variables that re�ect households' standards of living and that

could be expected to change over the 1.5 year interval of the experiment. These include income,

consumption, and savings; entrepreneurial activity and labor supply; asset ownership and debt;

and informal transfers. In addition, information was elicited about household composition and

education; exposure to economic shocks; and respondents' income expectations. The surveys also

collected information on more context-speci�c poverty indicators such as livestock ownership and

the quality and size of the dwelling, most often a ger.9

Randomization took place after completion of the baseline survey so that at the time of the

interview, respondents did not know whether or not they would be o�ered a group loan, an

individual loan or no loan at all. Randomization took place at the village level, with 15 villages

receiving access to individual loans, 15 receiving access to group loans, while in 10 control

villages XacBank did not provide loans to the participating women for the duration of the

experiment. In all three types of villages XacBank continued to provide individual microloans to

regular, more wealthy clients most of whom were male. Randomization across rather than within

villages was chosen because it was administratively and politically easier to manage. Moreover,

randomization across villages avoids the possibility that the program a�ects even individuals

who do not receive it directly, though informal transfers and connections. We also strati�ed at

the province level because a completely randomized design could have resulted in a situation

whereby some provinces contained only treatment or control villages, which was unacceptable to

XacBank. Also, to the extent that geographical or economical di�erences between provinces are

large, we might not have been able to detect treatment di�erences in an unstrati�ed design.

After randomization, group formation proceeded in the 15 group-lending villages, but not

in the individual-lending and control villages. Group formation consisted of the development of

internal procedures, the election of a group leader, and the signing of a group charter. Groups

were formed by the women themselves, not by XacBank. A maximum of two women per group

were allowed to be from the same family. Group members lived in the same village and already

knew each other to varying degrees. In many cases actual group composition di�ered substantially

9A ger is a portable tent made from a wood frame and felt coverings. Its size is measured by the number
of lattice wall sections (khana). A basic ger consists of four or �ve khana, with larger and less common sizes
including six, eight, or ten khana. Bigger gers are a sign of wealth as they are more costly to heat. A su�ciently
insulated ger has two layers of protective felt, whereas poorer households often only have one layer. Gers are
sometimes surrounded by (costly) wooden fences (hashaa) that o�er protection from the wind.
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from the potential groups that were identi�ed at the very beginning of the experiment when

women had to indicate their interest (or not) to participate in the project. After a group had

collected enough internal savings it could apply for its �rst XacBank loan. We provide detailed

information on the type of loans o�ered in Section 3.4 below.

The `treatment period' during which XacBank provided loans in the group and individual

lending villages lasted 1.5 years - from April 2008 to September 2009 - with some variation across

villages. During this period participating women in treatment villages could apply for (repeat)

loans, while XacBank refrained from lending in the control villages. In October-November 2009

we conducted a follow-up survey to again measure the poverty status and economic activity of

our sample of participating women. We also obtained information on how women had used their

XacBank loan(s). In addition, we conducted a second village-level survey to collect information

on village characteristics that may have changed, such as the prices of important consumer

goods. Lastly, XacBank collected repayment information on all of its loans for the period April

2008-June 2011. In October 2011 we revisited one individual-lending and two group-lending

villages for structured interviews and discussions with a number of borrowers about how they

had experienced the lending programs.

3.3 Randomization

Table 1 presents a statistical comparison between the control villages and the two types of

treatment villages. We compare the means of various characteristics of the villages themselves

and of the respondents and their households. Treatment and control villages are very similar

overall, and in particular in terms of size, number of inhabitants, distance to the nearest province

center and the nearest paved road, and the prices of various consumption goods (Panel A). Panel

B shows that the respondents living in the treatment and control villages are on average very

similar too. We �nd no signi�cant di�erences in household structure, informal transfers, self-

employment, wage earnings, the value of the dwelling, or consumption patterns. Households are

also very similar in terms of a large number of other consumption and asset-ownership measures

(not shown but available upon request).

[INSERT TABLE 1 HERE]

Panel C also shows no signi�cant di�erences between control and treatment villages in terms

of the number and type of businesses operated by our respondents and their households. We do

�nd, however, some di�erences in terms of access to �nance at the household level. A majority

of the households had at least one loan outstanding at the time of the baseline survey and this

percentage is higher in the individual-lending villages (67 per cent) than in the control villages (56

per cent). However, conditional on having at least one loan, there are no signi�cant di�erences

between the treatment and control villages in the average number of loans per household, the

total debt value (in absolute terms and in percent of household income), and the debt-service

burden.

These �gures also indicate that at the time of our baseline survey the penetration of micro-

credit was already well advanced in rural Mongolia. For our purposes, however, an important

7



question is whether households were already using their access to microcredit to �nance en-

trepreneurial activities by our female respondents. Our baseline data show that this appears

not to be the case. First, from Panel C we see that around 75 per cent of all outstanding loans

were used for consumption, mainly to buy electric household appliances, instead of income gen-

eration. This picture is the same across all types of villages. Second, fewer than 20 per cent

of households had invested part of their loan(s) in a business owned by the female targeted by

the loan. Furthermore, while access to credit at the household level was somewhat higher in

individual-lending villages, Panel C shows that the amount and percentage of funds used for

female enterprises did not di�er signi�cantly between the three types of villages. In control vil-

lages households had invested on average 15 per cent of their outstanding debt in a female-run

business, whereas these percentages were 11 and 10 per cent in individual and group-lending

villages. These percentages, as well as the absolute amounts, do not di�er signi�cantly between

control and treatment villages.

We conclude that the randomization process was successful: we �nd very few signi�cant dif-

ferences between treatment and control villages, despite considering a broad range of variables.

The few di�erences that do exist are small and do not provide evidence of a systematic dispar-

ity between treatment and control villages along any particular dimension. We are therefore

con�dent that randomization ensured absence of selection bias so that we can attribute any

post-treatment di�erences in outcomes to the lending programs.

3.4 The loan products

The purpose of both group and individual loans was to allow women to �nance small-scale

entrepreneurial activities.10Given the focus on business creation and expansion, loans had a

grace period of either two months (for loans exceeding six months) or one month (for shorter-

term loans).11 The interest rate varied between 1.5 and 2 per cent per month and was reduced by

0.1 per cent after each successful loan cycle. Other dynamic incentives included the possibility

to increase the loan amount and/or maturity after each repaid loan (Table 2).

[INSERT TABLE 2 HERE]

Group-loan contracts stated that loans were based on joint liability and that XacBank would

terminate lending to the whole group if that group did not fully repay a loan. Most group loans

were composed of individually approved sub-loans with a maturity between 3 and 12 months

depending on the loan cycle (within a group all sub-loans had the same maturity). Groups

could also apply for a joint loan to �nance a collective business, for instance to grow crops.

The maximum size of the �rst loan to a group member was MNT 500,000 (USD 435). Group

members had to agree among themselves who would get a loan and for what purpose. They

10Besides agriculture - both animal husbandry and crop growing - the main village industries are baking,
wood-processing, retail activities, and felt making.

11Field, Pande, and Papp (2010) provide evidence from a randomized �eld experiment in India that indicates
that a two-month grace period - instead of the regular two weeks - and the associated �exibility led to more
business creation and investments but also to lower repayment rates.
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then had to apply for the loan and XacBank screened each application independently.12 If a

borrower's project was deemed too risky XacBank could exclude it while the other members

would still get a loan. If most projects were judged to be too risky then the total group loan

was rejected. Contrary to individual loans the screening of group loans thus involved a two-stage

process: �rst by co-borrowers and then by a XacBank loan o�cer.

Before applying for a loan, groups had to build up savings in a joint savings account equivalent

to 20 per cent of the requested loan amount. Group members were in principle allowed to pledge

assets instead of the compulsory savings although XacBank encouraged borrowers to use savings.

The savings not only served as collateral but were also a means of ascertaining whether potential

borrowers had su�cient �nancial discipline. Group leaders were responsible for monitoring and

collecting loan repayments and handing them over to the loan o�cer on a monthly basis. There

were no public repayment meetings or other mandatory meetings.13 Groups decided themselves

on the modalities of their cooperation, including the frequency of meetings (typically once per

month).

Individual loans were similar to the sub-loans provided to group members, though larger

on average. XacBank did not use predetermined collateral requirements but took collateral if

available. As a result 91 per cent of the individual loans were collateralized, with the average

collateral value close to 90 per cent of the loan amount. The maturity of individual loans ranged

from 2 to 24 months, depending on the experience of the borrower and the type of business being

invested in. Group loans had a somewhat shorter maturity (192 days on average) than individual

loans (245 days) which re�ects the smaller size of the former. Similar to group loans, individual

loans did not involve any mandatory group activities such as repayment meetings.

3.5 Loan take-up

After the baseline survey XacBank started disbursing individual (group) loans in individual

(group) treatment villages. All women who had signed up and expressed an initial interest in

borrowing were visited by a loan o�cer and received a �rst loan after a successful screening. After

1.5 years, 54 per cent of all treatment respondents had borrowed from XacBank: 57 per cent

in the group-lending villages and 50 per cent in the individual-lending villages. Although other

MFIs were also lending in both the treatment and control villages during the experiment, our

intervention led to a signi�cant increase in borrowing. The probability of receiving microcredit

during the experiment was 24 percentage points higher in treatment than in control villages (50

per cent of respondents in control villages versus 74 per cent in treatment villages).

We use information from the follow-up survey to better understand why a relatively large

proportion of women in treatment villages did not borrow. First, the data show that of the 326

women who had initially signed up in the treatment villages but who did not get a loan during

the experiment, 167 (51 per cent) never actually applied for a loan. At the time of signing up

women did not know whether they would get access to an individual or a group loan (or end

12The loan o�cers were all female, between 21 and 27 years old, married with one or two children, and had
completed at least a four-year university degree. They normally assess between 35 (Hentii province) and 50
(Hovsgol province) loan applications per month with an approval rate of about 90 per cent.

13Field and Pande (2008) randomly assign weekly and monthly repayment meetings and �nd that a more �exible
schedule can signi�cantly lower transaction costs without increasing defaults.
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up in a control village). Some women may only have been interested in an individual (group)

loan and may therefore not have applied when their village was assigned to group (individual)

lending.

Second, of the non-borrowers who had applied for a loan, 47 per cent refused the o�er made

by XacBank. The main reasons stated for not taking up the loan were that the amount was

too small, the interest rate too high, or the repayment schedule unsuitable. In total, about 75

per cent of the `non-treatment' was therefore due to women who either did not apply for a loan

or who applied for one but subsequently refused the o�er. This leaves about a quarter of all

`untreated' women who were actually refused a loan by XacBank.

When we asked respondents during the follow-up survey why XacBank had refused them a

loan, the main answers were `too much outstanding debt' and `insu�cient collateral'. As dis-

cussed in Section 3.3, the baseline survey revealed that many households already had at least

one microloan, mainly for consumption purposes. Interviews with loan o�cers indicated that

existing debt at the household level made them hesitant to provide additional loans to female

household members, even though these new loans were intended for entrepreneurial purposes

rather than for consumption. At the time the Mongolian Central Bank had also become increas-

ingly concerned about overindebtedness in rural areas. Loan o�cers may have been particularly

conservative in lending to poorer-than-usual borrowers, despite having been explicitly instructed

to do so by XacBank management.14

The experiment also partly coincided with the global �nancial crisis during which Mongolian

�nancial institutions su�ered from reduced access to foreign funding. Domestic funding con-

straints also tightened. The Mongolian Central Bank imposed higher reserve requirements in an

attempt to stem in�ation while deposit in�ows were below average as herders su�ered from low

international cashmere prices. The con�uence of these three factors made interbank liquidity dry

up between March and late June 2008 and correspondingly XacBank reduced its credit supply.

The year-on-year growth rate of business lending even turned negative in November 2008, not

reverting to positive until July 2009.

Table 3 displays the results of reduced-form probit regressions to explain the probability

of loan take-up in more detail. We �nd a higher probability of borrowing in group-lending

villages (signi�cant at the 10 per cent level). A closer inspection of the underlying data indicates

that the higher lending probability in group-lending villages is not driven by XacBank covering

some (group) villages earlier than others or by the follow-up survey being conducted earlier in

individual-lending villages. Instead, demand for loans may have been lower in individual-lending

villages either because the availability of microcredit was somewhat higher in the �rst place (see

Panel C of Table 1) or because access to group loans (previously unavailable to anyone in these

villages) was valued more than access to individual loans (previously available).

Interestingly, the number (or amount) of outstanding loans at the time of the baseline survey

is not negatively associated with the probability of obtaining a loan during the experiment (for

instance because households had already reached their borrowing capacity, either according to

their own judgment or that of the loan o�cer). We do �nd a negative but imprecisely measured

14XacBank provided 375 out of 534 applicants with a loan, an approval rate of 70.2 per cent. This is below
XacBank's regular approval rate, which is about 95 per cent according to its own management information system
and about 90 per cent according to the answers of the loan o�cers during the loan o�cer baseline survey.
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association with previous loans, i.e. loans that had been repaid at the time of the baseline

survey. Prior use of loans could indicate borrower quality in which case one would expect a

positive sign. A negative sign may indicate that previous borrowers no longer require loans,

or that they were not satis�ed with the loan product. Note that the prior loan variable is

signi�cantly negative in the group-village speci�cation (when province �xed e�ects are included)

indicating that borrowers with no or limited borrowing experience were particularly likely to

participate in a group loan. This may indicate that even when individual loans are available

some women may only be interested in applying for a group loan.

Lastly, we �nd that households who own a well, fence, or tools and machinery had a higher

probability of getting a loan, either because they are more wealthy or could use these items as

collateral.

[INSERT TABLE 3 HERE]

3.6 Attrition

The follow-up survey took place approximately 1.5 years after the baseline survey and 86 per

cent of respondents were successfully re-interviewed. While an attrition rate of 14 per cent is

relatively low, there is always the concern that non-response was not random across treatment

and control villages, which could bias the estimated treatment e�ects. To investigate this, we

estimate the probability of attrition as a function of treatment village dummies as well as a range

of respondent, village, and household characteristics.

Table 4 shows that respondents in individual-lending villages are almost 7 percentage points

more likely to attrit compared with those in control villages, and this is of borderline statistical

signi�cance at conventional levels (depending on the inclusion of control variables and/or province

�xed e�ects). We detect no di�erential patterns in attrition between group and control villages.

On further investigation, we �nd that the di�erential attrition is driven by two individual-lending

villages where the wedding season was underway at the time of the follow-up survey, resulting in

many respondents being away from home temporarily. We are thus reassured that the reason for

higher attrition is unlikely to be related to the program, and so we retain these two villages in

the analysis. While one might think that loan use might be distorted due to the wedding season,

we note that we also estimate all models excluding these two villages and �nd that our results

are robust.

[INSERT TABLE 4 HERE]

Lastly, we note that other variables have the expected association with attrition: respondents

that own a fence or a well and families with more women and small children are less likely to

attrit - as one would expect, given that these characteristics are generally associated with less

mobility. Households that live further from the province center and/or own horses or camels are

more likely to attrit, presumably because they are more likely to live a semi-nomadic lifestyle

and are thus more di�cult to locate for interviews. Households that experienced a recent death

were less likely to participate in the follow-up survey too.
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4 Methodology

In what follows, we report the results of an intention to treat (ITT) analysis where we compare

all women who initially signed up in treatment villages, irrespective of whether they borrowed

or not, with those who signed up in control villages.15 The advantage of this conservative

approach is that we can interpret the experimental intervention as a policy and learn about the

impact on the population that XacBank initially targeted, and not just on those who actually

borrowed. We also employed an instrumental variables (IV) methodology in which we instrument

actual borrowing status of participants with a dummy indicating whether or not the village was

randomized to be a treatment village. These IV results are very similar to the ITT �ndings

described below and are available on request.

Results reported here use a di�erence-in-di�erences technique to compare respondents in

treatment and control villages before and after the loan treatment.16 Whilst in principle we

could attribute post-treatment di�erences to the lending programs, we improve precision slightly

when we take various baseline characteristics into account that are strong determinants of the

outcome variables. All �ndings remain very similar if we use post-treatment data only. Our

basic regression framework is:

Yivt = α0 + Iv · (α1 + α2 · Ft) +Gv · (α3 + α4 · F t) + α5 · Ft + α6 ·Xiv0 + εivt (1)

where:

� Yivt is the outcome variable of interest for individual i in village v at time t (t = 0 (1) at
baseline (follow-up) survey);

� Iv is a binary variable equal to 1 for individual-lending villages (0 otherwise);

� Gv is a binary variable equal to 1 for group-lending villages (0 otherwise);

� Ft is a follow-up binary variable (0 for baseline observations);

� Xiv0 is a set of baseline characteristics of respondents, their households, and their villages;

� εivt is an i.i.d. error term clustered at the village level.

In this speci�cation α2 and α4 measure the impact of the individual and group lending treatment,

respectively. In addition, we also run more �exible speci�cations where we allow for heterogeneous

impacts. We �rst allow for variation by education level of the respondent, which we consider to

be an indicator of long-term poverty of the household:

Yivt = α0 + Iv · (α1 + α2 · Ft) +Gv · (α3 + α4 · F t) + α5 · Ft +Hi · Z + α12 ·Xiv0 + εivt (2)

15One can calculate the impact of access to microcredit on those women who actually borrowed - i.e. the
average e�ect of the treatment on the treated (ATT) - by dividing the ITT e�ect by the probability of receiving
treatment (57 per cent in the group-lending villages and 50 per cent in the individual-lending villages). A caveat
is that this may not generalize, as those who receive the treatment may be systematically di�erent from those who
do not. As the (heroic) assumption underlying consistent estimation of ATT is that unobservable characteristics
do not a�ect the decision to participate, we only show ITT parameters.

16We estimate using OLS for continuous dependent variables, a probit model for binary dependent variables,
and a tobit model for dependent variables that are censored at zero.
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where

Z = α6 + Iv · (α7 + α8 · Ft) +Gv · (α9 + α10 · F t) + α11 · Ft

and Hi is one for individuals with a high education level (grade 8 or higher, or vocational

training) and zero for individuals with a low education level (less than grade 8). All other

variables are as previously de�ned.

Second, because respondents in some villages received more loans than in others and for

longer periods of time, we also analyze the impact of treatment intensity over and above the

basic impact of access to credit. We allow impact to vary by treatment intensity Intv at the

village level, either measured as the average number of loans (Numberv) or as the average

number of months between the date when the �rst respondents in a village received a loan and

the follow-up survey (Monthsv):

Yivt = α0+Iv·(α1 + α2 · Ft + α3 · Intv)+Gv·(α4 + α5 · Ft + α6 · Intv)+α7·Ft+α8·Xiv0+εivt (3)

where α3 and α6 give the additional e�ect of treatment intensity in individual-lending and

group-lending villages, respectively.

We measure treatment intensity at the village level to avoid endogeneity problems: more

motivated and entrepreneurial individuals may make sure to get exposed to the lending program

early on, which would lead us to erroneously attribute the e�ect of these borrower characteristics

to early treatment. We should stress that the intensity of the program was not purposely varied

in a random fashion among the treatment sample. One should therefore interpret with caution

the results obtained estimating equation (3), as the intensity of the program might vary with

unobserved village and/or individual characteristics and induce biases in the estimation of the

coe�cients of this equation. Having said that, numerous conversations with XacBank o�cials

make us believe that the variation in intensity of the program across villages was by and large

induced by administrative quirks and is unlikely to be endogenous.

The mean number of months between the date when the �rst respondents in a village received

a loan and the date of the follow-up survey is 5.2 months (6.3 months in group-lending villages,

4.2 months in individual-lending villages) with a standard deviation of 2.7 months. The mean

number of loans received is 0.78 (0.99 in group-lending villages, 0.57 in individual-lending villages)

with a standard deviation of 0.48. This indicates that not only is the probability of borrowing

higher in group villages, but so also is the intensity of the treatment.

5 Results

5.1 Loan use

We �rst provide a picture of what borrowers reported having used their loans for. Table 5

shows that women used the individual and group loans in very similar ways. Assuming that

the purchase of livestock, tools, and machinery are business expenses, we �nd that 67 (66) per

cent of group (individual) borrowers used their �rst loan mainly to invest in a new or existing

enterprise, putting between 70 and 80 per cent of the loan to this purpose, with the remainder
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being used for household expenses. In the case of second loans, fewer women - 43 (51) per cent

of the group (individual) borrowers - used the loan primarily for business purposes.

[INSERT TABLE 5 HERE]

We can also compare what women reported as the purpose of the loan at baseline and at

follow-up. When we do this, we �nd that 86 (93) per cent of group (individual) borrowers who at

follow-up stated that they had used their loan(s) mainly for business purposes, had consistently

indicated at the start of the experiment that they would use the loan for entrepreneurial activities.

However, 82 per cent of women in both types of treatment villages who used the loan mainly for

consumption had reported at baseline that they would use it to invest in a business. We cannot

say whether they intentionally misreported at baseline (as the loans were marketed as business

loans) or whether they later on changed their minds.

5.2 Impact of the microcredit programs

A key objective of the microcredit programs was to encourage women to expand or invest in

small-scale enterprises, with the ultimate aim of reducing poverty and improving well-being. To

evaluate the extent to which the programme achieved these two objectives, we �rst look at the

e�ect on enterprise creation and growth, and on whether enterprise pro�ts increased. We then go

on to estimate its e�ect on detailed household consumption, as a measure of well-being. To pre-

empt, we �nd evidence of households in group villages increasing investment in enterprises, and

corresponding increases in consumption. We detect no systematic e�ects in individual villages.

5.2.1 Did the programs a�ect business creation and growth?

As discussed, one of the main intermediate objectives of the programs was to encourage women

to invest in new or existing small-scale enterprises. We have seen some suggestive evidence that

this was the case, with a large majority of women reporting having used a substantial part of

their loan(s) to invest in working capital and �xed assets. In this section we estimate the e�ect

on business creation and growth. Table 6 shows estimates from equation (1) through (3). The

odd (even) columns show the impacts for group (individual) loans.

We �rst estimate the basic impact using equation (1), and then estimate heterogeneous

impacts by education level (equation (2)) and treatment intensity (equation (3)). Treatment

intensity is measured as the number of borrowing months or as the number of loans, and is in

both cases the average at the village level. In line with equation (3) the intensity e�ects measure

the impact of longer actual exposure to loans over and above the basic ITT e�ect. We use the

same estimation approach for the other outcome variables. All regressions include a standard

set of baseline respondent and village-level covariates (listed in Table A1 in the Annex) and our

results remain robust to the exclusion of these covariates.

[INSERT TABLE 6 HERE]

Columns (1) and (2) show the impact of access to microcredit on the probability that the

household operates a small-scale business, whether the respondent's own one, her partner's, or
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their joint one (65 per cent of respondents are married or cohabitating). Columns (3) and (4)

show similar regressions but speci�cally for the respondent's own enterprise. We see that access

to group loans has a signi�cant positive impact on female entrepreneurship and this e�ect is

largely driven by less-educated women (see row II). At the end of the experiment, these women

had a 29 per cent higher chance of operating a business compared with women in the control

villages. This di�erence is 10 per cent for highly educated women.17 Rows III and IV show that

a large part of these e�ects is driven by women who had been exposed to (repeat) loans for a

longer period of time.

The results for access to individual loans are less strong. Columns (2) and (4) indicate no

impact on female entrepreneurship, although there is a positive impact on total entrepreneurship

over time (row III). This latter e�ect is driven by joint enterprises which become more preva-

lent in individual-lending compared with control villages. In individual-lending villages where

respondents borrowed on average for six months, the probability that a household operates any

type of business is 12 percentage points higher than in the control villages. Interestingly, the

nature of the businesses operated by women themselves and those operated jointly with their

spouses di�er. The former are mostly sewing businesses and small-scale retail activities whereas

the latter comprise mainly animal husbandry and crop production.

Figure 1 depicts how the actual loan exposure at the village level in�uences entrepreneurship

(for a typical respondent with average covariate values). The left-hand (right-hand) panels show

individual- (group)-lending villages. The upper panels focus on the likelihood that women run

their own business, whereas the lower panels indicate the probability that households operate any

kind of business. The starting point of each graph indicates the probability of business ownership

for the average respondent in treatment villages where in practice virtually no XacBank lending

took place. Due to the randomization these values do not di�er signi�cantly between both types

of treatment villages nor do they di�er from the values in the control villages (where XacBank

did not lend by design). The graphs then show similar point estimates, surrounded by a 95 per

cent con�dence interval, for the probability of business ownership in treatment villages where

the actual average exposure was 2, 4, 6, 8, 10, or 12 months.

While in all four graphs the probability of business ownership increases with loan exposure,

the con�dence intervals are narrowest for female enterprises in group-lending villages and for all

enterprises in individual-lending villages. For example, a typical respondent in a group-lending

village where respondents were only exposed to credit for a few days, had a 36 per cent probability

of operating her own enterprise (the same as in a control village). A similar respondent in a

group-lending village where respondents had been borrowing for a full 12 months had a 53 per

cent probability of running a business. This 53 per cent is outside the 95 per cent interval

surrounding the point estimate of 36 per cent for respondents in relatively less treated villages.

These results mirror those in Table 6: female enterprises became more prevalent in group-lending

villages (compared with the control villages) whereas in individual-lending villages there was a

gradual and signi�cant increase in the number of businesses operated jointly by borrowers and

their spouses.

17This also translates into a higher likelihood of operating any type of enterprise (column (1)). Unreported
regressions show that there is no strong impact of access to group loans on enterprise ownership by, or jointly
with, the borrower's partner. The e�ect in column (1) is thus driven by an increase in female entrepreneurship.
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[INSERT FIGURE 1 HERE]

Columns (5) to (8) in Table 6 analyze whether access to credit resulted in more pro�table

enterprises. Even though enterprise pro�tability decreased in both treatment and control villages

between the baseline and follow-up surveys, mainly due to the economic crisis, access to credit

seems to have partly shielded borrowers from this impact. Columns (5) and (7) show that over

time and after repeat borrowing, enterprises in group-lending villages were signi�cantly more

pro�table than those in control villages. After half a year of exposure to credit, the di�erence

in yearly pro�tability amounts to over 200,000 tögrög, or almost one third of the average annual

enterprise pro�ts at baseline. We �nd a similar positive impact on business pro�ts in individual-

lending villages, although here again the impact is mainly due to enterprises that are operated

jointly with the borrower's partner.

Lastly, we look at whether households increased labour supply in line with this increased

business creation. About a quarter of respondents were employed in wage activities at the time

of the baseline interview and they received an average wage of MNT 130,000 (USD 113) per

month. During the experiment the share of wage employment remained unchanged and there

was a marked drop in salary levels, most likely due to the global crisis. We �nd no clear impact

of the programs on total labor supply or income at the household level, nor do we �nd an impact

when we split labor supply into wage labor and hours worked in own enterprises (Table 7). There

is weak evidence (at the 10 per cent signi�cance level) that over time group borrowers work less

for a wage, which would be in line with the increase in female self-employment. We do not �nd

a signi�cant impact on enterprise labor for these group borrowers though. In contrast, there is

some evidence that households in individual-lending villages start to work more in enterprises

over time, in line with the evidence on gradual (joint) enterprise creation. Despite these impacts

we do not �nd any signi�cant e�ect on overall household income (or on wage income and income

from bene�ts separately).

[INSERT TABLE 7 HERE]

5.2.2 Did household well-being increase? The impact on consumption and asset

ownership

In order to assess whether borrowers' increased engagement in entrepreneurial activities fed

through to improving household well-being - a key objective of the program - we next estimate the

e�ects of the program on household consumption. We use detailed information on consumption

patterns elicited in the surveys, in which food consumption is measured over the past week (at

a disaggregate level as well as overall), and non-durable and durable consumption over the past

month and year, respectively.

Interestingly, we �nd robust evidence that access to group loans led to more and healthier food

consumption, in particular of fresh items such as fruits, vegetables and dairy products (Table 8).

With the exception of dairy these e�ects are not only due to increased home production: we also

see treated clients purchasing more. The probability that a household consumed dairy products,

fruits and vegetables, and non-alcoholic drinks in the last week was 5, 10 and 13 percentage

points higher in group-lending than control villages. Total food consumption was 17 percentage

16



points higher. To put this into context, the average loan per borrower in group-lending villages

is 300 USD and the average monthly pre-treatment food consumption in group-lending (and

control) villages was 108 USD per household. So the estimated e�ect implies that over time food

consumption increased by 19 USD more per household in group villages, i.e. 6.3 per cent of the

loan amount. Over time we also see an increase in the use of combustibles and additional felt

for ger isolation as well as other non-durable and total consumption. In line with Banerjee et

al. (2010) we �nd a negative impact on the probability of smoking and the amount spent on

cigarettes, a typical temptation good.

In contrast to households in group-lending villages, households in individual-lending villages

do not experience much change in their consumption as a result of access to credit. We do not

�nd any e�ects on aggregate consumption and expenditure variables - not even with increased

exposure to treatment.

[INSERT TABLE 8 HERE]

Our evidence on consumption and business creation somewhat contrasts with recent evidence

from other microcredit �eld experiments, such as Banerjee et al. (2010) in India and Augsburg

et al. (2011) in Bosnia, who �nd that clients who start new businesses reduce consumption, at

least in the short run and probably to be able to �nance the new business. Our results could

be explained by the fact that our follow-up survey is conducted 18 months after the start of the

program and after several loan cycles. This would imply that the women who did start a new

business might be already reaping the returns and the higher (permanent) income of such an

activity.

We also consider whether asset ownership increased, and �nd evidence that overall asset

wealth does increase over time in group-lending villages, but not in individual-lending villages

- see Table 9. In particular, we detect a signi�cant increase in the ownership of VCRs, radios,

and large household appliances for both treatment types. At the end of the experiment the

probability of owning a VCR or radio was 17 and 14 per cent higher in the group and individual-

lending villages, respectively. For large household appliances the corresponding �gures are 9 and

7 per cent.

[INSERT TABLE 9 HERE]

In unreported regressions we do not �nd a robust impact of access to either type of loan on

the likelihood of owning the main dwelling or on the value of this house or ger. There is thus no

evidence that loans encouraged borrowers to buy new property or invest in their existing main

property. However, in columns (5) and (7) we do �nd some evidence that less-educated women

in group-lending villages disinvest in second gers, land, and vehicles. This may indicate that

less-educated women sold some of these assets in order to combine the proceeds with the loan

amount and invest in small-scale businesses (see Section 5.2.1). In line with this interpretation,

the results in column (17) show that these women are 30 per cent more likely to own tools at

the end of the experiment, which closely matches the 29 per cent higher chance of operating

a business (Table 6). Over time we document an increase in unsold stock and raw materials,
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cattle, and riding equipment in group-lending villages, again in line with an expansion of business

activity.18

We �nd fairly similar results for individual-lending villages: over time a reduction in second

houses and an increase in the ownership of land and second gers. We also �nd an increase,

relative to control villages, in the ownership of VCRs/radios, large household appliances and

also of televisions (over time). Lastly, there was a gradual increase in the ownership of tools in

the individual-lending villages, in line with the increase in the (general) business activity that

we document for these villages in Table 6 and Figure 1.

5.2.3 Do the programs crowd out transfers?

The results just shown paint a di�erent picture of the impact of the program in group and

individual villages, with evidence that the group loans were relatively more e�ective at achieving

their objectives. One interesting question is the extent to which interpersonal transfers are

a�ected by the programs, and whether they are a�ected di�erently in group and individual

villages: as in many developing countries, access to informal credit/transfers from friends and

family is important in Mongolia, in particular for women (National Statistics O�ce, 2006).

Kinship and social networks are con�ned to relatively small groups of people as they derive from

the traditional khot ail support system in which a small number of nomadic households travelled,

camped, and herded together for one or more seasons (Enkhamgalen, 1995). Within khot ail and

similar social networks rural Mongolians often share income from entrepreneurial activities as

well as pensions and other allowances.

Access to formal credit may have changed informal lending and transfer behaviour in two

di�erent ways. On the one hand, the increased availability of formal credit in treatment villages

may have strengthened informal support networks as additional funds could be shared. On the

other hand, informal networks may have weakened as borrowers substitute formal for informal

credit, thereby crowding out insurance systems based on implicit reciprocal agreements.

The survey asked households about their informal - monetary and in-kind - transactions with

friends and family during the past year and the most recent month. Although we do not �nd an

overall ITT e�ect of either lending program on informal transfers, we document that over time

group borrowers received less transfers both from friends and family members (Table 10). They

were also less likely to make transfers to friends. Those that had been exposed to group loans

for at least six months were 6 percentage points less likely to receive transfers from friends, 14

percentage points less likely to receive transfers from family, and 8 percentage points less likely

to make transfers to friends.

[INSERT TABLE 10 HERE]

Interestingly, we �nd opposite e�ects in individual-lending villages. For individuals exposed

to more loans and over a longer period of time, we detect an increase in the probability of making

transfers to and receiving transfers from friends during the past year. We also �nd an increase

18We do not �nd a signi�cant increase in the total number of animals as measured by the number of standardized
Mongolian livestock units or bod (one horse, yak, or cattle equals one bod; one camel equals 1.4 bod; one sheep
equals 1/6 bod; and one goat equals 1/7 bod).
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in such transfers to and from family members over the past month. The relationship between

the intensity of exposure to credit and the probability of receiving or giving transfers is shown

in Figures 2a and 2b.

[INSERT FIGURES 2A AND 2B HERE]

These results may indicate that group borrowers partly substitute their informal networks

with the formal network of the borrowing group. The associated discipline may make them

less amenable to use part of their loans to help friends and family smooth consumption. In

contrast, individual borrowers increase their informal �nancial transactions with friends and

family, perhaps using part of their new loan to help others out.

Such an interpretation would be in line with recent evidence for Sri Lanka and Ghana by De

Mel, McKenzie and Woodru� (2009) and Fafchamps, McKenzie, Quinn, and Woodru� (2011),

respectively. The latter paper �nds that women who received cash transfers did not increase

their business pro�ts as large portions of the cash grants ended up in household consumption

and, to a lesser extent, transfers to others. Self-control problems, i.e. borrowers' inability to

commit themselves to invest large parts of the cash grants into their enterprises and to resist

the temptation to spend money on competing demands, including from friends and family, were

a core explanation for the ine�ectiveness of cash grants. Our results are also in line with Kar-

lan and Zinman (2011) who �nd that individual-liability loans may increase access to informal

credit from friends and family in the case of emergencies. Lastly, our �nding that cigarette con-

sumption increased far less in group-lending villages than in control villages, may re�ect similar

mechanisms. Just like group discipline can reduce the temptation to pass on part of the new

loan to friends and family, it may also reduce spending on temptation goods (see also Banerjee

and Mullainathan, 2010).

5.3 Repayment

In the preceding sections we documented a positive impact of access to group loans on

consumption and business activities as well as some weaker e�ects of access to individual loans on

business activity. In this section, we analyze the repayment behavior of both types of borrowers.

Giné and Karlan (2010) also compare repayment rates between group and individual lending

programs - both with mandatory weekly repayment meetings - and �nd no signi�cant di�erences.

In contrast, Carpena, Vole, Shapiro and Zia (2010) �nd that joint liability is associated with

better loan repayment.

To construct our repayment data we use monthly reporting �les that XacBank compiled on

the basis of its administrative software. These �les contain for each borrower the loan amount,

interest rate, disbursement and due dates, loan purpose, collateral, overdue principal and interest,

paid penalties as well as whether the client defaulted on the loan (de�ned as customers that were

at least 90 days late in repaying one or more loan installments).

Table 11 presents probit regressions to explain the probability of loan default. The dependent

variable is a dummy that indicates whether a borrower defaulted (`1') or not (`0'). The �rst two

columns are based on a sample of �rst-time XacBank loans whereas the third and fourth columns

are based on the full sample that includes repeat loans.
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[INSERT TABLE 11 HERE]

We �nd, regardless of whether we control for borrower and loan characteristics, no di�er-

ence between the probability of default in group-lending and individual-lending villages. This

con�rms the �ndings of Giné and Karlan (2010) although in our case neither loan program in-

cluded mandatory repayment meetings whereas in their experiment both programs included such

meetings.

The covariates in columns (2) and (4) give additional information on the borrower and loan

characteristics that in�uence default probability. While the size of the loan does not in�uence the

likelihood of repayment, there is a negative impact (at the 10 per cent signi�cance level) of the

amount of outstanding debt at the time of the baseline survey. Respondents with outstanding

debt at baseline where thus more likely to (be able to) repay the subsequent XacBank loan.

Borrowers that had already successfully passed the screening of another bank, where less risky

compared with �rst-time borrowers.19 In addition, column (4) indicates that repeat borrowers

were signi�cantly less risky, possibly because they had already successfully passed XacBank's

own screening procedures and subsequently paid on time. For both �rst-time and repeat loans

we also �nd that as loans mature (increasing number of months since disbursement) the risk of

default increases, all else equal (see also Carpena et al., 2010).

Interestingly, a number of covariates are only of importance for �rst-time loans. Those that

owned land or operated an enterprise at baseline were less risky borrowers as were the relatively

highly educated. Ownership of a TV at baseline increased the risk of default, perhaps because

this identi�es women who use(d) debt for consumptive purposes. None of these variables is

statistically signi�cant at the 5 per cent level in the regression based on the whole loan sample

(column 4). For repeat borrowers these variables are less important compared to the information

that is contained in the variable that measures the number of successful previous loans with

XacBank during the experiment.

Lastly, in unreported regressions we look at interaction e�ects between the liability structure

and the number of previous loans of the borrower. We �nd no evidence for such a di�erentiated

impact of repeat borrowing under the two programs. We also try other interaction terms but

none of these is statistically signi�cant, implying that there is no apparent heterogeneity between

group and individual borrowers in terms of their repayment behavior.

6 Conclusions

We present results from a randomized �eld experiment in rural Mongolia where group-lending

and individual-lending programs were randomly introduced across villages. The aim of the study

was to measure and compare the e�ectiveness of these two types of microcredit in reducing

poverty � a topic that still lacks unequivocal evidence, in particular for rural settings. While

19To the extent that multiple borrowing and overindebtedness were a problem in rural Mongolia this is not
picked up by our default analysis. The fact that we do not �nd di�erences in repayments rates does not imply,
however, that borrowers with initial debt did not experience any di�culties; it just shows that in the end they
managed to repay as well as �rst-time borrowers. High repayment rates can point to successful projects with high
returns but may also mask underlying problems where borrowers need to borrow from other sources or sell assets
in order to be able to repay.
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earlier papers have separately assessed the poverty impact of group lending (Banerjee et al.,

2010) and individual lending (Karlan and Zinman, 2011) this is the �rst �eld experiment to

compare both in the same (rural) setting.

Our �ndings on the poverty impact of di�erent modes of microcredit are mixed. In line with

previous studies, we document that participants in both programs used part of their loans to

acquire assets � VCRs, radios, and large household appliances. A second �nding that holds

for both treatment programs is that women with lower education seem to bene�t more from

the intervention than women with higher education. We interpret the level of education as a

proxy poverty measure, more reliable than a wealth indicator given that it is not a�ected by the

program and is more stable over time. The results therefore suggest that it is the poorer part

of the targeted population that bene�ts more from the microcredit intervention, independent of

how it is being delivered.

For group loans we also �nd a positive impact on food consumption and entrepreneurship

though not on current income. Enterprise pro�ts increase over time as well. Among households

that were o�ered group loans the likelihood of owning an enterprise increases by ten percentage

points more than in control villages (and even close to 30 percentage points for less-educated

women).

Our �ndings for individual lending are weaker. We �nd no signi�cant increase in consumption

or income although over time there is an increase in the probability that women operate a

business jointly with their spouse. Over time these joint enterprises, which engage in di�erent

types of activities compared with the female-operated enterprises in group-lending villages, also

become more pro�table. More generally, we �nd that e�ects observed for group borrowers are

also experienced by women in individual-lending villages if they are exposed to credit for longer

periods of time. For example, their likelihood of starting a business is higher the longer they have

access to loans. Nevertheless, it is not clear whether these longer-term e�ects will translate in the

same way as they do for group clients. For instance, we �nd no evidence that food consumption

goes up with exposure in individual-lending villages.

Importantly, we �nd no di�erence in repayment rates between the two lending programs,

both of which did not include weekly repayment meetings. This casts doubt on the hypothesis

that microcredit repayment rates are high mainly due to the e�ect of weekly group meetings.

Our results indicate that, at least in our context, even without such regular meetings group and

individual microcredit can have similar and high repayment rates (also note that both our loan

products required some form of collateral).

There is at this stage no evidence on changes in income as a result of either of the programs,

though it may be too early for such e�ects to be observed. The more sustained and more

generalized increase in consumption (of both non-durable consumption and the service of durable

items) in group-lending villages seems to indicate that these loans are more e�ective at increasing

the permanent income of households. It would be interesting to test this hypothesis further by

considering long-run income levels.20

If one were to take at face value the evidence on the stronger impact of group loans, one would

20There might also be a measurement issue. In developing countries income is notoriously harder to measure
than consumption and might be more a�ected by measurement error, therefore making the detection of relatively
small impacts harder.
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want to ask why such loans are more e�ective at raising consumption (and probably long-term

income) than individual loans. One possibility is that the joint-liability scheme better ensures

discipline so that larger long-run e�ects can be achieved.21 Group discipline may not only prevent

the selection of overly risky investment projects, it may also ensure that a substantial part of

the loans is actually invested in the �rst place (instead of used for consumption or transfers to

others). Our results on informal transfers can be interpreted to support this hypothesis: we �nd

that women in group-lending villages decrease their transfer activities with families and friends,

opposite to what we �nd in individual-lending villages. This could re�ect that groups replace

some of their informal �nancial networks but further analysis is needed to explore this. Such an

analysis would also be important to assess the welfare impact of access to group loans for the

borrowers as well as their friends and families. Increased within-group �nancial discipline may

come at the cost of disrupting informal credit and insurance systems based on kinship and other

social ties.

Lastly, to some extent our weaker results for individual loans may also re�ect that borrow-

ing at baseline was somewhat higher in individual-lending villages compared with group-lending

villages. Moreover, since group-lending was an innovative way of lending in the Mongolian con-

text, the unmet demand for such a product - and consequently its marginal impact - may have

been higher. Loan take-up was indeed higher in group-lending villages. This could indicate that

some women, in particular the less-educated, had not been comfortable with borrowing on an

individual basis but were willing to borrow within the framework of a group. This would imply

that group and individual lending are complementary �nancial services for which the demand

may di�er across borrower types. The continuing process of liability individualization by MFIs

may therefore run the risk that certain borrowers, those that are not able or willing to borrow

and invest on their own, may gradually lose access to formal �nancial services.
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Milk Mutton Bread
Control 1,017 3,530 2,823 128,747 1.7 0.6 185 220 113 218 628 2,967 1,035
Treatment 1,136 3,961 3,415 167,728 2.2 0.7 165 272 117 200 797 2,833 790
P‐value (0.35) (0.63) (0.24) (0.08)* (0.13) (0.55) (0.73) (0.64) (0.82) (0.7) (0.19) (0.53) (0.25)
N 40 40 40 40 40 40 29 24 39 36 39 33 39

Milk Red meat Vegetables Fuel

Control 1.5 40.4 9.3 6.0 155 241 32.4 29.4 1.43 3.4 5.4 2.2 22.8
Individual 1.6 38.9 9.4 6.4 174 153 33.4 31.8 1.52 4.0 5.2 2.0 18.9
P‐value (0.65) (0.16) (0.66) (0.84) (0.73) (0.17) (0.78) (0.39) (0.71) (0.32) (0.78) (0.57) (0.42)
Group 1.6 39.7 9.6 5.1 196 158 33.5 30.1 1.57 3.2 5 2.0 23.3
P‐value (0.82) (0.48) (0.38) (0.58) (0.73) (0.21) (0.76) (0.79) (0.55) (0.86) (0.54) (0.45) (0.93)
N 1,148 1,147 1,143 1,147 1,147 1,147 1,148 1,148 1,147 1,146 1,139 1,143 1,055
Conditional N 103 174 266

Operates  
business

Female 
business

Hours hired At least one 
loan

Outstanding 
loans

Debt value Debt/HH 
income

Debt service Interest rate Secured 
loans

Percentage 
private use

Percentage 
female 
business

Amount 
female 
business

Control 58.9 64.8 40.9 56 2.6 1.7 0.9 31.7 2.2% 73% 72% 15% 158
Individual 59.8 62.6 54.1 67 2.7 2.0 0.9 45.1 2.1% 77% 74% 11% 140
P‐value (0.88) (0.71) (0.40) (0.00)*** (0.48) (0.44) (0.24) (0.07)* (0.43) (0.44) (0.73) (0.13) (0.71)
Group 60.3 59.3 35.1 62 3.0 1.9 1.1 40.8 2.3% 73% 79% 10% 140
P‐value (0.80) (0.31) (0.74) (0.13) (0.25)* (0.53) (0.27) (0.29) (0.53) (0.95) (0.13) (0.07)* (0.71)
N 1,148 1,148 1,148 1,148 1,148 1,148 1,148 1,148 1,148 1,148 1,148 1,148 1,148
Conditional N 686 591 584 553 518 553 615 614 714 714

Table 1. Randomization and treatment-control balance
This table provides t-test results for means comparisons of household and village characteristics in individual-lending versus control villages and in group-lending versus control villages. P-values are
reported between brackets. ***, **, * denote significance at the 0.01, 0.05 and 0.10-level. In case of household characteristics, the standard errors are clustered at the village level. Table A1 provides the
definitions and sources of all variables. N indicates the number of villages (Panel A) or respondents (Panel B and C) for whom information about a given variable is available. Conditional N indicates
the number of respondents for whom the value of the respective variable is strictly positive in the case of conditional variables. E.g. 1,148 women answered the survey question about wage earnings and
266 of them reported positive wage earnings.

Livestock in 
district

District areaPeople in 
district Price

Time to 
paved road

Distance to 
province 
center

Panel A. Village and district characteristics

Wage 
earnings

Given 
transfers

Panel C. Household characteristics: entrepreneurship and borrowing

Value of 
dwelling 

Panel B. Household characteristics: general, consumption, assets
HH death Self‐

employed

Time to 
province 
center

Distance to 
paved road

SCCs in 
district 

Children 
<16

Education 
respondent

Consumption
Age 

respondent
Received 
transfers

Banks in districtPeople in 
village



Individual loans Group loans

Progressive?

Monthly interest rate
Grace period

Repayment frequency

Liability structure Individual Joint

Collateral Yes but flexible approach
Joint savings (20% of loan) sometimes 

supplemented by assets
Available maturity 2 to 24 months 3 to 12 months
Average maturity 1st loan 224 days 199 days
Average maturity 2nd loan 234 days 243 days

Average size 1st loan US$ 411 US$ 279
Average size 2nd loan US$ 472 US$ 386

Table 2. The loan products

This table describes the main characteristics of the individual and the group loan products. Average loan size is
calculated conditional on having a loan. Average loan size of group loans refers to loans per borrower not per
group. Loans were disbursed in tögrög not US$. Source of data on maturities and loan size: XacBank.

Monthly, no public repayment meetings. In case of group loans, the group leader 
collects and hands over repayments to the loan officer

Yes: larger loans, lower interest rate, and longer maturity after each successfully 
repaid loan
1.5% to 2%

One or two months depending on loan maturity



(1) (2) (3) (4) (5) (6)
Group village 0.120* 0.120*

(0.0692) (0.0638)
Outstanding loans ‐0.00414 ‐0.00207 ‐0.0525 ‐0.00377 0.0457 0.0349

(0.0296) (0.0285) (0.0377) (0.0393) (0.0386) (0.0407)
Prior loans ‐0.00566 ‐0.00899 ‐0.00760 ‐0.0130** ‐0.00335 ‐0.00488

(0.00738) (0.00777) (0.00650) (0.00569) (0.0155) (0.0164)
Highly educated 0.0435 0.0309 ‐0.0526 ‐0.0774 0.111* 0.110*

(0.0577) (0.0559) (0.0982) (0.0948) (0.0608) (0.0637)
Owns dwelling 0.0778 0.0887 0.0961 0.131 0.0431 0.0565

(0.0730) (0.0743) (0.137) (0.149) (0.0792) (0.0854)
Owns fence 0.0946** 0.0690 0.195*** 0.0968* 0.00530 0.0249

(0.0458) (0.0424) (0.0649) (0.0543) (0.0521) (0.0504)
Owns well 0.142*** 0.109** 0.109 0.145** 0.163*** 0.0711

(0.0547) (0.0535) (0.0829) (0.0712) (0.0505) (0.0627)
Owns vehicle ‐0.00679 ‐0.0234 0.00294 ‐0.00606 ‐0.00793 ‐0.0371

(0.0419) (0.0401) (0.0602) (0.0530) (0.0576) (0.0574)
Owns tools/machinery 0.0793* 0.128*** 0.0268 0.117** 0.124** 0.148***

(0.0405) (0.0344) (0.0522) (0.0464) (0.0528) (0.0455)
Owns animals 0.00364 ‐0.0193 ‐0.0250 ‐0.0746* 0.0273 0.0366

(0.0415) (0.0408) (0.0354) (0.0393) (0.0741) (0.0707)
HH death ‐0.0223 ‐0.0307 ‐0.153 ‐0.141 0.0716 0.0625

(0.0789) (0.0816) (0.110) (0.115) (0.105) (0.110)
Province fixed effects? No Yes No Yes No Yes
Observations 830 830 397 397 433 433
Pseudo R‐squared 0.03 0.06 0.04 0.13 0.03 0.06

Table 3. Loan take-up

This table presents probit regressions to explain the probability of loan take-up in the individual and
group lending villages. Standard errors are reported in brackets. ***, **, * denote significance at the
0.01, 0.05 and 0.10-level.  Table A1 provides the definitions and sources of all variables.

All villages Group villages Individual villages



(1) (2) (3) (4)
Individual village 0.0696 0.0663* 0.0688** 0.0640*

(0.106) (0.0969) (0.0392) (0.0570)
Group village 0.0155 0.0145 0.0325 0.0322

(0.726) (0.708) (0.388) (0.356)
Highly educated 0.0253 0.0223

(0.467) (0.517)
Male adults in HH 0.0190 0.0203

(0.142) (0.117)
Female adults in HH ‐0.0255** ‐0.0250**

(0.0158) (0.0181)
Children < 16 ‐0.0193* ‐0.0173

(0.0628) (0.104)
Age respondent ‐0.00333** ‐0.00337**

(0.0174) (0.0138)
Distance to province center 0.000390* 0.0004**

(0.0647) (0.0411)
Owns dwelling 0.0263 0.0254

(0.145) (0.161)
Owns fence ‐0.0813*** ‐0.0761***

(0.000) (0.000)
Owns other property ‐0.0339 ‐0.0342

(0.189) (0.173)
Ownes well ‐0.0801** ‐0.0823**

(0.0235) (0.0283)
Owns cattle ‐0.0210 ‐0.0151

(0.444) (0.607)
Owns horses or camels 0.0634*** 0.0649***

‐0.003 (0.003)
Owns other animals ‐0.0184 ‐0.0220

(0.399) (0.323)
HH death 0.110** 0.111**

(0.0401) (0.0384)
Province fixed effects? No Yes No Yes
Observations 1,115 1,115 1,115 1,115
Pseudo R‐squared 0.01 0.01 0.07 0.07

Table 4. Attrition
This table presents probit regressions to explain the probability of non-participation in
the follow-up survey. P-values are reported in brackets. ***, **, * denote significance at
the 0.01, 0.05 and 0.10-level. Table A1 provides the definitions and sources of all
variables.



1 st  group loan 2 nd group loan 1 st group loan 2 nd  group loan
Other business expenses 0.57 0.37 0.89 0.78
Other household expenses 0.28 0.22 0.73 0.56
Mixed expenses 0.14 0.17 0.60 0.60
Education 0.06 0.06 0.74 0.54
Purchase tools/machinery 0.06 0.01 0.87 100
Purchase livestock 0.04 0.05 0.60 0.69

1 st individual loan 2 nd individual loan 1 st individual loan 2 nd individual loan
Other business expenses 0.51 0.47 0.82 0.83
Other household expenses 0.28 0.19 0.70 0.68
Mixed expenses 0.12 0.08 0.71 0.75
Education 0.08 0.07 0.65 0.53
Purchase tools/machinery 0.06 0.03 0.73 100
Purchase livestock 0.09 0.02 0.73 0.45

Percentage of borrowers that used part 
of the loan for this purpose

Percentage of loan amount when used 
for this purpose

This table presents an overview of how borrowers used their loans. Borrowers could state more than one type of loan
use. Source: Follow-up survey.

Table 5. Loan use



G I G I G I G I
(1) (2) (3) (4) (5) (6) (7) (8)

Base effect 0.080 ‐0.028 0.105* ‐0.018 ‐2,125 ‐8,169 ‐2,125 ‐24,569
(0.055) (0.061) (0.063) (0.060) (118,787) (89,233) (118,787) (40,061)

Base effect 0.284*** ‐0.001 0.289** ‐0.105 ‐277,351* ‐110,834 ‐88,405 ‐21,485
(0.090) (0.123) (0.141) (0.137) (161,751) (98,292) (80,372) (61,399)

High education ‐0.277** ‐0.031 ‐0.186* 0.106 316,773 122,015 80,882 ‐2,933
(0.124) (0.126) (0.110) (0.143) (221,398) (129,769) (113,427) (89,685)

Base effect 0.079 ‐0.029 0.103 ‐0.019 ‐7,658 ‐10,137 ‐20,514 ‐25,505
(0.055) (0.061) (0.063) (0.059) (118,932) (89,197) (55,142) (40,222)

Intensity: Months 0.007 0.021** 0.014** 0.017 41,503** 26,255*** 25,894*** 10,428***
(0.007) (0.010) (0.006) (0.012) (15,874) (9,629) (7,740) (3,539)

Base effect 0.008 ‐0.028 0.103 ‐0.019 ‐6,018 ‐10,028 ‐19,855 ‐25,325
(0.056) (0.061) (0.063) (0.059) (118,719) (89,031) (55,095) (40,130)

Intensity: Number 0.005 0.102 0.058* 0.010 201,679** 136,893* 135,560*** 24,564
(0.047) (0.103) (0.033) (0.126) (81,670) (75,678) (38,970) (46,477)

Observations 2,055 2,055 2,055 2,055 2,052 2,052 2,054 2,054

IV.

This table presents the results of difference-in-differences ITT regressions to measure the impact of group (G) and individual
(I) loans on business creation and growth. Base effect refers to the basic difference between the treatment and the control
villages. High education refers to an interaction term between a dummy for highly educated women and the base effect.
Intensity: Months refers to an interaction term between intensity measure Months and the base effect. Intensity: Number
refers to an interaction term between intensity measure Number and the base effect. Regressions also include a standard set of
unreported pre-treatment covariates (see Table A1). The standard errors are clustered by village and reported in brackets. ***,
**, * denote significance at the 0.01, 0.05 and 0.10-level. Table A1 provides the definitions and sources of all variables.

Probability of any 
type of business

Probability of female 
business

Profit of any businesses 
combined

Profit of female 
business

Table 6. Impact on business creation and growth

I.

II.

III.



This figure shows the probability of enterprise ownership by an average respondent in the individual lending villages (left-hand side) and group-lending
villages (right-hand side) as a function of the number of months respondents in a village borrowed on average from XacBank. The top two graphs show
the probability of female-owned businesses whereas the two graphs at the bottom show the probability that the average household operates any type of
business (operated by the respondent, her spouse, or jointly). The blue lines indicate the expected probability while the white lines indicate a 95 per cent
confidence interval.

Figure 1. Treatment intensity and business creation
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G I G I G I
(1) (2) (3) (4) (5) (6)

Base effect ‐4.914 8.409 6.135 ‐8.472 ‐110,788 ‐131,659
(9.775) (10.03) (12.98) (13.99) (204,082) (209,531)

Base effect ‐45.090 0.037 21.23 ‐24.68 ‐224,480 91,786
(28.950) (25.24) (37.24) (33.18) (224,003) (229,403)

High education 44.180 9.591 ‐16.80 18.83 146,491 ‐252,523
(27.360) (26.25) (37.55) (32.99) (288,917) (307,018)

Base effect ‐4.402 8.416 5.949 ‐8.495 ‐115,802 ‐133,925
(9.717) (10.04) (12.99) (13.94) (203,265) (210,005)

Intensity: Months ‐2.166* ‐0.019 1.207 5.708*** 45,995 24,518
(1.217) (3.278) (1.626) (1.580) (33,618) (33,512)

Base effect ‐4.637 8.406 6.266 ‐8.463 ‐111,418 ‐134,153
(9.706) (10.01) (13.05) (13.96) (203,382) (209,871)

Intensity: Number ‐7.353 8.605 ‐2.213 38.18** 187,612 186,060
(6.864) (29.83) (12.17) (16.40) (197,646) (265,296)

Observations 2,055 2,055 2,055 2,055 2,007 2,007

II.

III.

IV.

Table 7. Impact on labour supply and income

This table presents the results of difference-in-differences ITT regressions to measure the impact of group
(G) and individual (I) loans on labour supply and income. Base effect refers to the basic difference between
the treatment and the control villages. High education refers to an interaction term between a dummy for
highly educated women and the base effect. Intensity: Months refers to an interaction term between
intensity measure Months and the base effect. Intensity: Number refers to an interaction term between
intensity measure Number and the base effect. Regressions also include a standard set of unreported pre-
treatment covariates (see Table A1). The standard errors are clustered by village and reported in brackets.
***, **, * denote significance at the 0.01, 0.05 and 0.10-level. Table A1 provides the definitions and
sources of all variables.

Hours of wage labour by 
HH in average week

Hours of enterprise 
labour by HH in average 

week

Total household income

I.



Probit Tobit Probit Tobit Probit Tobit Probit Tobit
G I G I G I G I G G I I G G I I
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16)

Base effect 0.116 0.0347 0.173** 0.0183 0.0113 ‐0.00283 ‐0.0974 ‐0.0570 0.047** 22,031 0.0474*** ‐1,235 0.0960* 1,112* 0.0764 803.0
(0.0805) (0.0759) (0.0712) (0.0668) (0.157) (0.144) (0.118) (0.121) (0.0189) (18,544) (0.0170) (2,532) (0.0570) (634.8) (0.0545) (497.5)

Base effect 0.276 0.230 0.444* 0.367* 0.119 ‐0.137 ‐0.550* ‐0.385 0.0603 28,877 0.0829*** 10,932 0.142 1,192 0.132 1,276
(0.238) (0.204) (0.220) (0.204) (0.393) (0.396) (0.326) (0.246) (0.0414) (20,562) (0.0288) (9,215) (0.101) (1,156) (0.0952) (875.3)

High education ‐0.185 ‐0.227 ‐0.317 ‐0.407* ‐0.116 0.156 0.530 0.389 ‐0.0336 ‐7,922 ‐0.101 ‐14,020 ‐0.0838 ‐84.42 ‐0.0873 ‐541.0
(0.272) (0.246) (0.239) (0.229) (0.425) (0.418) (0.332) (0.235) (0.0973) (13,378) (0.109) (10,913) (0.160) (1,084) (0.149) (908.2)

Base effect 0.110 0.0339 0.166** 0.0163 0.00297 ‐0.00253 ‐0.102 ‐0.0571 0.0462** 21,295 0.0473*** ‐1,361 0.0975* 1,100* 0.0779 801.8
(0.0800) (0.0759) (0.0703) (0.0667) (0.158) (0.144) (0.119) (0.121) (0.0184) (18,263) (0.0158) (2,508) (0.0565) (632.6) (0.0542) (497.4)

Intensity: Months 0.049*** ‐0.00146 0.055*** 0.0193 0.037** ‐0.0184 0.035 ‐0.0114 0.0145*** 7,110 ‐0.0160 ‐74.49 ‐0.0108 62.43 0.0227** 108.6
(0.0128) (0.0180) (0.0160) (0.0173) (0.0174) (0.0255) (0.0225) (0.0335) (0.00475) (4,535) (0.0146) (1,518) (0.00881) (53.30) (0.0113) (105.8)

Base effect 0.111 0.0335 0.166** 0.0163 0.0075 ‐0.00287 ‐0.0992 ‐0.0569 0.0472** 21,137 0.0471*** ‐1,528 0.0966* 1,102* 0.0784 801.5
(0.0802) (0.0762) (0.0707) (0.0671) (0.158) (0.144) (0.119) (0.121) (0.0183) (18,353) (0.0155) (2,562) (0.0568) (633.5) (0.0541) (496.5)

Intensity: Number 0.272*** 0.00143 0.359*** 0.0581 0.123 ‐0.0816 0.0910 ‐0.0649 0.0790*** 56,965* ‐0.147 1,420 ‐0.0362 330.8 0.176* 1,061
(0.0689) (0.160) (0.0907) (0.194) (0.102) (0.186) (0.141) (0.233) (0.0206) (31,544) (0.115) (15,570) (0.0419) (311.9) (0.0944) (726.6)

Observations 2,055 2,055 2,050 2,050 1,993 1,993 2,048 2,048 2,034 2,034 2,034 2,034 2,034 2,034 2,034 2,034

Probit Tobit Probit Tobit Probit Tobit Probit Tobit Probit Tobit Probit Tobit Probit Probit
G G I I G G I I G G I I G I
(17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (31)

Base effect 0.125** 1,426** 0.0700 786.6 0.0221* ‐264.1 0.00442 6,015 ‐0.0681* ‐2,644** ‐0.0630 ‐943.5 ‐0.00483 ‐0.00452
(0.0583) (557.3) (0.0604) (555.0) (0.0115) (6,867) (0.0224) (7,474) (0.0348) (1,043) (0.0440) (957.0) (0.0100) (0.00903)

Base effect ‐0.0196 ‐272.2 0.0844 995.2 ‐0.554** 11,140 0.000597 3,182 ‐0.0635 ‐3,685* ‐0.0474 ‐658.3 0.972*** 0.966***
(0.178) (1,885) (0.173) (1,562) (0.256) (26,035) (0.00362) (26,611) (0.0963) (1,927) (0.110) (2,496) (0.0472) (0.0271)

High education 0.163 1,867 ‐0.0146 ‐246.9 0.0222 ‐13,059 ‐0.00582 3,420 ‐0.00969 1,164 ‐0.0204 ‐270.9 ‐0.0327*** ‐0.0331***
(0.230) (2,094) (0.188) (1,849) (0.0912) (26,517) (0.0281) (26,692) (0.105) (2,150) (0.106) (2,580) (0.0101) (0.00656)

Base effect 0.122** 1,393** 0.0704 788.6 0.0159* ‐848.3 0.00346 5,961 ‐0.0678* ‐2,629** ‐0.0621 ‐902.2 ‐0.00364 ‐0.00400
(0.0580) (560.1) (0.0604) (554.7) (0.00913) (6,839) (0.0179) (7,450) (0.0350) (1,059) (0.0436) (960.0) (0.00934) (0.00750)

Intensity: Months 0.00839 129.2* ‐0.0114 ‐79.40 0.00728** 2,735*** ‐0.00120 ‐944.3 ‐0.00528 ‐270.0 ‐0.0125 ‐337.7 0.00337*** 0.00155
(0.00752) (70.16) (0.00890) (117.5) (0.00321) (1,003) (0.00170) (1,074) (0.00688) (290.2) (0.0197) (492.2) (0.000812) (0.00141)

Base effect 0.123** 1,397** 0.0708 787.9 0.0191* ‐574.0 0.00385 5,966 ‐0.0677* ‐2,636** ‐0.0625 ‐917.6 ‐0.00361 ‐0.00412
(0.0581) (560.0) (0.0604) (555.0) (0.0105) (6,839) (0.0200) (7,456) (0.0348) (1,051) (0.0436) (964.8) (0.00966) (0.00783)

Intensity: Number 0.0363 588.8 ‐0.0991 ‐643.2 0.0282** 10,244** ‐0.00990 ‐3,635 ‐0.0265 ‐1,163 ‐0.0412 ‐1,523 0.0166*** ‐0.00238
(0.0399) (389.9) (0.0628) (882.8) (0.0143) (5,029) (0.0162) (8,240) (0.0339) (1,425) (0.174) (4,238) (0.00437) (0.0128)

Observations 2,034 2,034 2,034 2,034 2,034 2,034 2,034 2,034 2,034 2,034 2,034 2,034 2,034 2,034

Felt for ger

Table 8. Impact on consumption

Total (log) Food (log) Durable (log)
Dairy Fruit and vegetables

Cigarettes

Non‐durable (log)

Combustibles

I.

II.

IV.

Non‐alcoholic drinks

III.

IV.

I.

II.

III.



G I G I G I G I G I G I G I
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14)

Base effect ‐129,482 ‐325,163 0.001 0.071 0.009 0.064 ‐0.017 ‐0.105 0.062 0.018 0.172*** 0.137** ‐0.022 ‐0.001
(527,000) (542,918) (0.072) (0.071) (0.05) (0.042) (0.125) (0.113) (0.050) (0.046) (0.054) (0.054) (0.022) (0.014)

Base effect ‐1,148,000 ‐905,922 ‐0.057 0.148 ‐2.08*** 0.072 ‐0.335*** ‐0.124 ‐0.297*** ‐0.237*** 0.169 0.192* ‐0.005 ‐0.010
(1,188,000) (831,094) (0.134) (0.115) (0.0611) (0.122) (0.113) (0.151) (0.065) (0.083) (0.143) (0.107) (0.036) (0.037)

High education 922,123 357,832 0.069 ‐0.080 0.406** ‐0.006 0.307** 0.023 0.516*** 0.360** 0.004 ‐0.062 ‐0.012 0.012
(1,367,000) (1,019,000) (0.142) (0.105) (0.178) (0.106) (0.131) (0.157) (0.118) (0.146) (0.161) (0.140) (0.054) (0.041)

Base effect ‐164,484 ‐331,615 0.005 0.072 0.008 0.062 ‐0.120 ‐0.110 0.0613 0.017 0.171*** 0.136** ‐0.020 ‐0.001
(520,573) (539,958) (0.074) (0.072) (0.035) (0.042) (0.124) (0.113) (0.05) (0.046) (0.054) (0.055) (0.021) (0.014)

Intensity: Months 264,751** 31,276 ‐0.03*** ‐0.03*** 0.02*** 0.022** 0.02*** 0.045*** 0.008 0.006 0.004 0.024* ‐0.003 0.011***
(103,886) (202,940) (0.007) (0.010) (0.005) (0.010) (0.007) (0.0170) (0.012) (0.023) (0.015) (0.014) (0.003) (0.003)

Base effect ‐147,759 ‐335,491 0.004 0.072 0.07 0.063 ‐0.118 ‐0.111 0.062 0.018 0.172*** 0.135*** ‐0.021 ‐0.001
(522,313) (540,709) (0.073) (0.072) (0.035) (0.042) (0.124) (0.113) (0.05) (0.046) (0.054) (0.055) (0.021) (0.014)

Intensity: Number 987,927* 880,953 ‐0.15*** ‐0.185** 0.081** 0.047 0.087** 0.399*** ‐0.03 0.043 0.010 0.173* ‐0.070 0.098***
(574,456) (1,440,000) (0.036) (0.088) (0.032) (0.101) (0.042) (0.112) (0.06) (0.171) (0.088) (0.094) (0.014) (0.026)

Observations 2,055 2,055 2,055 2,055 2,055 2,055 2,055 2,055 2,055 2,055 2,055 2,055 2,055 2,055

G I G I G I G I G I G I
(15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26)

Base effect 0.085** 0.070* 0.060 0.161 0.011 ‐0.090 0.039 0.017 ‐0.601 ‐1.884* ‐1.330 0.956
(0.036) (0.041) (0.113) (0.109) (0.043) (0.046) (0.044) (0.044) (1.255) (1.083) (1.126) (1.362)

Base effect ‐0.048 ‐0.180 0.306** 0.366*** 0.037 ‐0.037 ‐0.106 ‐0.131* ‐3.356 ‐3.827 0.420 1.234
(0.139) (0.126) (0.132) (0.135) (0.178) (0.153) (0.116) (0.074) (2.467) (2.509) (2.085) (2.170)

High education 0.147 0.258** ‐0.313* ‐0.290* ‐0.027 0.021 0.166 0.174** 3.135 2.237 ‐2.542 ‐0.410
(0.131) (0.105) (0.160) (0.158) (0.159) (0.170) (0.127) (0.083) (2.621) (2.644) (2.400) (2.264)

Base effect 0.084** 0.070* 0.059 0.161 0.010 ‐0.020 0.034 0.016 ‐0.822 ‐1.876* ‐1.330 0.956
(0.037) (0.041) (0.112) (0.109) (0.043) (0.046) (0.044) (0.043) (1.264) (1.067) (1.127) (1.362)

Intensity: Months 0.013 0.020 ‐0.01 0.027** 0.012** 0.014 0.036*** 0.014 1.268*** 0.127 0.139 0.651
(0.014) (0.019) (0.01) (0.012) (0.005) (0.012) (0.005) (0.010) (0.262) (0.067) (0.685) (0.711)

Base effect 0.084** 0.069* 0.058 0.161 0.010 ‐0.019 0.036 0.015 ‐0.777 ‐1.871* ‐1.330 0.956
(0.036) (0.041) (0.113) (0.109) (0.04) (0.046) (0044) (0.043) (1.256) (1.064) (1.127) (1.362)

Intensity: Number 0.027 0.210 ‐0.078 0.207* 0.064** 0.120 0.143*** 0.151* 6.047*** 0.233 4.952 2.393
(0.073) (0.146) (0.050) (0.111) (0.029) (0.103) (0.041) (0.089) (1.746) (4.787) (6.422) (3.529)

Observations 2,055 2,055 2,053 2,053 2,055 2,055 2,055 2,055 2,051 2,051 1,874 1,874

IV.

Probability VCR or radioProbability 2nd ger Probability land/well

III.

Probability vehicle

Table 9. Impact on asset ownership

I.

II.

Value of all assets (incl. 
main dwelling)

Probability 2nd house

This table presents the results of difference-in-differences ITT regressions to measure the impact of group (G) and individual (I) loans on asset ownership. Base effect refers to the basic difference between the treatment and the control
villages. High education refers to an interaction term between a dummy for highly educated women and the base effect. Intensity: Months refers to an interaction term between intensity measure Months and the base effect. Intensity: 
Number refers to an interaction term between intensity measure Number and the base effect. Bod are standardized Mongolian livestock units. One horse, yak, or cattle equals one bod; one camel equals 1.4 bod; one sheep equals 1/6
bod; and one goat equals 1/7 bod. Regressions also include a standard set of unreported pre-treatment covariates (see Table A1). The standard errors are clustered by village and reported in brackets. ***, **, * denote significance at the
0.01, 0.05 and 0.10-level.  Table A1 provides the definitions and sources of all variables.

Probability television

IV.

Number of animals (in bod)Number of cattleProbability large household 
appliances

Probability riding 
equipment

II.

III.

Probability unsold stock 
and raw materials

Probability tools

I.



G I G I G I G I G I G I
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Base effect 0.0454 ‐0.00322 ‐0.0216 0.0210 ‐0.0201 0.0389 ‐0.00984 0.115 ‐0.0364 ‐0.000815 ‐0.0367 0.0244
(0.0499) (0.0369) (0.0526) (0.0566) (0.0644) (0.0594) (0.0599) (0.0704) (0.0447) (0.0451) (0.0444) (0.0624)

Base effect 0.0537 ‐0.0369 ‐0.0683 ‐0.0698 0.144 ‐0.0973 0.190 0.184 0.138 ‐0.0746 0.0269 0.0487
(0.0944) (0.0553) (0.0784) (0.0549) (0.130) (0.0930) (0.130) (0.170) (0.154) (0.0664) (0.218) (0.195)

High education ‐0.00794 0.0462 0.0710 0.134 ‐0.155 0.174* ‐0.213 ‐0.0832 ‐0.125** 0.109 ‐0.0593 ‐0.0266
(0.0715) (0.0895) (0.0996) (0.106) (0.101) (0.0943) (0.132) (0.160) (0.0605) (0.111) (0.198) (0.166)

Base effect 0.0491 ‐0.00222 ‐0.0194 0.0213 ‐0.0133 0.0389 ‐0.00680 0.115 ‐0.0329 ‐0.000895 ‐0.0348 0.0241
‐0.0509 ‐0.0366 ‐0.0527 ‐0.0561 (0.0647) (0.0592) (0.0594) (0.0706) (0.0447) (0.0445) (0.0443) (0.0623)

Intensity: Months ‐0.0102*** 0.00706 ‐0.0155*** 0.0146** ‐0.0256*** 0.00866 ‐0.0156 0.0140 ‐0.0126*** 0.0141*** ‐0.00854* 0.0264***
‐0.00253 ‐0.00433 ‐0.0059 ‐0.00736 (0.00683) (0.00762) (0.0119) (0.0112) (0.00399) (0.00486) (0.00499) (0.00937)

Base effect 0.0491 ‐0.00186 ‐0.0194 0.0217 ‐0.0137 0.0390 ‐0.00788 0.115 ‐0.0336 ‐0.00103 ‐0.0358 0.0239
(0.0511) (0.0367) (0.0526) (0.0558) (0.0646) (0.0591) (0.0597) (0.0706) (0.0444) (0.0447) (0.0443) (0.0624)

Intensity: Number ‐0.0585*** 0.0973** ‐0.101*** 0.166*** ‐0.136*** 0.0805 ‐0.0718 0.126* ‐0.0582** 0.0828* ‐0.0271 0.179***
(0.0128) (0.0413) (0.0337) (0.0606) (0.0355) (0.0646) (0.0642) (0.0762) (0.0230) (0.0494) (0.0293) (0.0657)

Observations 2,054 2,054 2,055 2,055 2,054 2,054 2,055 2,055 2,054 2,054 2,055 2,055

Table 10. Impact on informal transfers

Probability of making 
transfers to family  during 

the last year

Probability of receiving 
transfers from family 
during the last year

I.

Probability of receiving 
transfers from family 
during the last month

Probability of making 
transfers to family 

during the last month

This table presents the results of difference-in-differences ITT regressions to measure the impact of group (G) and individual (I) loans on informal transfers to and from family and friends. Base effect
refers to the basic difference between the treatment and the control villages. High education refers to an interaction term between a dummy for highly educated women and the base effect. Intensity: 
Months refers to an interaction term between intensity measure Months and the base effect. Intensity: Number refers to an interaction term between intensity measure Number and the base effect.
Regressions also include a standard set of unreported pre-treatment covariates (see Table A1). Standard errors are clustered by village and reported in brackets. ***, **, * denote significance at the 0.01,
0.05 and 0.10-level.  Table A1 provides the definitions and sources of all variables.

III.

IV.

Probability of receiving 
transfers from friends 
during the last year

Probability of making 
transfers to friends  during 

the last year

II.



Figure 2a. Treatment intensity and informal transfers in group-lending villages
This figure shows the probability of receiving or giving informal transfers for an average respondent in the group-lending villages as a function of the
number of months respondents borrowed on average from XacBank. The top two graphs show the probability of giving (left) and receiving (right)
transfers to and from friends, while the bottom two graphs show the same for transfers to and from family members. The blue lines indicate the
expected probability while the white lines indicate a 95 per cent confidence interval.
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Figure 2b. Treatment intensity and informal transfers in individual-lending villages
This figure shows the probability of receiving or giving informal transfers for an average respondent in the individual-lending villages as a function of the
number of months respondents borrowed on average from XacBank. The top two graphs show the probability of giving (left) and receiving (right)
transfers to and from friends, while the bottom two graphs show the same for transfers to and from family members. The blue lines indicate the expected
probability while the white lines indicate a 95 per cent confidence interval.
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(1) (2) (3) (4)
Group loan 0.029 ‐0.144 0.289 0.387

(0.398) (0.144) (0.339) (0.360)
Loan amount ‐0.790 0.444

(0.636) (0.584)
Debt at baseline ‐0.200* ‐0.200*

(0.140) (0.117)
No. prior loans with XacBank ‐0.161***

(0.040)
Months since disbursement 0.096*** 0.109***

(0.024) (0.021)
Owns land ‐0.590*** ‐0.263

(0.222) (0.208)
Owns TV 1.262** 0.152

(0.643) (0.318)
Owns enterprise ‐0.403* ‐0.093

(0.221) (0.153)
Grade VIII education ‐0.868*** ‐0.370*

(0.297) (0.218)
Vocational education ‐0.809*** ‐0.359

(0.325) (0.225)
Age ‐0.088 ‐0.023

(0.090) (0.066)
Age squared 0.001 0.000

(0.001) (0.001)
Buddhist 0.465 0.178

(0.390) (0.262)
Hahl ‐0.763** ‐0.707**

(0.377) (0.329)
Married 0.192 0.034

(0.266) (0.188)
Natural disaster 0.752* 0.300

(0.404) (0.277)
Observations 327 302 638 612
Pseudo R‐squared 0.009 0.321 0.009 0.29

Table 11. Determinants of loan default

This table presents probit regressions to explain loan default. The dependent
variable is a dummy that indicates whether a borrower defaulted (1) or not (0). Loan 
amount and Debt at baseline are measured in millions of tögrög. The following
additional covariates were included but are now shown (all insignificant):
Household size , Collateral value , Male HH members >16 , Female HH members
>16 , Children <16 , Owns fence , House or flat , Owns vehicle , Saver , HH crop
disaster , HH death . Standard errors are clustered by village and reported in
brackets. ***, **, * denote significance at the 0.01, 0.05 and 0.10-level. Table A1
provides the definitions and sources of all variables. Source of repayment data:
XacBank.

First loan All loans



Figure A1.  Overview of participating villages and provinces

This figure shows the geographical location of the 10 control soum centers (villages) as black dots, the 15 individual-lending villages (grey dots), and the 15 group-lending 
villages (white dots) across the five Mongolian provinces that participated in the experiment.



Description

Respondent and household (HH) level data (# respondents = 1,148). Source: Baseline survey

Age Age in years of respondent X
Age squared Age in years of respondent squared X
Amount female business Loan amount (in 000's MNT) that is used for a female‐owned business
At least one loan Dummy variable that is '1' if the HH had at least one loan outstanding
Buddhist Respondent is of the Buddhist religion X
Children <16 Number of children in the HH younger than 16 years X
Collateral value Estimated market value of the collateral (in 000's MNT)
Consumption fuel Quantity of fuel burned by the HH in the past week (in liters)
Consumption milk Quantity of milk consumed by the HH in the past week (in liters)
Consumption red meat Quantity of red meat consumed by the HH in the past week (in kilograms)
Consumption vegetables Quantity of vegetables consumed by the HH in the past week (in kilograms)
Debt at baseline Amount of loans outstanding at time of baseline survey (in million MNT)
Debt service Loan+interest (re)payment at HH level over past month (in 000's MNT) conditional on at least one loan outstanding
Debt value Amount of debt (in million MNT) at HH level that is still outstanding conditional on at least one loan outstanding
Debt/HH income Outstanding debt amount as proportion of annual HH income conditional on at least one loan outstanding
Education respondent Number of years of education of the respondent
Education high Dummy variable that is '1' if the respondent completed grade VIII or higher or vocational
Education >VIII Dummy variable that is '1' if the respondent completed grade VIII or higher X
Education vocational Dummy variable that is '1' if the respondent completed vocational training X
Female business Dummy variable that is '1' if the respondent operates her own business conditional on at least one HH business
Female HH members >16 Number of female HH members aged 16 or older X
Given transfers Value of monetary and in‐kind transfers given in last 12 months from non‐relatives (in 000's MNT) conditional on giving
Hahl Respondent ethnicity is Hahl X
HH crop disaster Dummy variable that is '1' if the HH experienced severe crop losses during the previous year
HH death Dummy variable that is '1' if the HH experienced death of a HH member in the previous year
HH robbery Dummy variable that is '1' if the HH experienced a robbery in the previous year
Highly educated Dummy variable that is '1' if the respondent has completed vocational training or grade VIII or above
Hours hired Average number of hours worked per week in peak season by non‐HH members in the respondent's enterprise
Household size Number of children and adults in the household
House or flat HH lives in a house, flat or apartment rather than a ger
Interest rate Monthly interest rate on a loan
Joint enterprise Dummy variable that is '1' if the respondent operates an enterprise together with her spouse
Male HH members >16 Number of male HH members aged 16 or older X
Married Dummy variable that is '1' if the respondent is married or living together with partner X

Table A1.  Variable definitions
This table provides the names, definitions, and data sources of the variables used in the empirical analysis in alphabetical order. MNT = Mongolian t ögrög.

Variable name
Standard control 
variable in impact 

analysis?



Loans at baseline Dummy variable that is '1' if the HH had at least one loan outstanding at the time of the baseline interview X
Operates business Dummy variable that is '1' if the HH operates at least one business
Outstanding loans Number of loans taken by the HH that are still outstanding, conditional on at least one loan outstanding
Owns animals Dummy variable that is '1' if the HH owns animals for business purposes
Owns dwelling Dummy variable that is '1' if the HH owns at least one dwelling (ger, house, and/or apartment)
Owns fence Dummy variable that is '1' if the HH owns a fence around the dwelling
Owns HH appliances Dummy variable that is '1' if the HH owns large household appliances (refrigerator, cooler, washing machine)
Owns tools/machinery Dummy variable that is '1' if the HH owns tools and/or machinery for business use
Owns vehicle Dummy variable that is '1' if the HH owns a vehicle (car, lorry, tractor and/or motorbike)
Owns well Dummy variable that is '1' if the HH owns a well near the dwelling
Partner enterprise Dummy variable that is '1' if the respondent's spouse operates an enterprise but not jointly with the respondent
Percentage female business Percentage of total outstanding loan amount of the HH that is used for a female‐owned business
Percentage private use Percentage of total outstanding loan amount of the HH that is used for private purposes
Prior loans Number of loans taken by the HH over the last five years that had been fully repaid at the time of the baseline survey
Received transfers Value of monetary and in‐kind transfers received in last 12 months from non‐relatives (in 000's MNT) conditional on receipt
Saver Respondent indicated that she saves
Secured loans Percentage of loans that is collateralized
Self‐employed Dummy variable that is '1' if the respondent is self‐employed
Sewing or shop Dummy variable that is '1' of the respondent operates a sewing business or shop conditional on having a business
Sole enterprise Dummy variable that is '1' if the respondent operates an enterprise independent from her spouse
Value of dwelling Value of the dwelling the HH lives in (in million MNT)
Wage earnings Average weekly wage earnings for wage earners  (in 000's MNT)
Years in existence Number of years since the establishment of the respondent's business

Village‐level data  (# villages = 40). Source: Village survey in Spring 2008
Banks in district Number of bank branches in the district
Distance to paved road Distance (in km) from the village to the nearest paved road
Distance to province center Distance (in km) from the village to the province center X
District area Total surface are of the district in km2
Doctors in district Number of doctors in the district X
Livestock in district Number of livestock (cattle, camels, horses, sheep, goats) in the district
Months Average number of months between the date when respondents in a village received the first loan and the follow‐up survey
Number Average number of loans received by the respondents in a village
People in district Number of people living in the district surrounding a village as well as that village itself
People in village Number of people living in a village
Price bread Price of a loaf of bread (in MNT)
Price milk Price of a liter of milk (in MNT)
Price mutton Price of a kilo of mutton meat (in MNT)
Primary schools district Number of primary schools in district X
SCCs in district Number of Savings and Credit Cooperatives in the district
SS teachers Number of secondary school teachers in the district X
Time to paved road Time (in minutes) to travel from the village to the nearest paved road by car or motorcycle
Time to province center Time (in minutes) to travel from the village to the province center by car or motorcycle
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Abstract

We conduct a series of field experiments to evaluate two competing views of the role of
financial service intermediaries in providing product recommendations to potentially uninformed
consumers. One view argues intermediaries provide valuable product education, and guide
consumers towards suitable products. Consumers understand how commissions affect agents’
incentives, and make optimal product choices. The second view argues that intermediaries
recommend and sell products that maximize the agents’ well-being, with little or no regard for
the customer. Audit studies in the Indian life insurance market find evidence supporting the
second view: in 60-80% of visits, agents recommend unsuitable (strictly dominated) products
that provide high commissions to the agents. Customers who specifically express interest in a
suitable product are more likely to receive an appropriate recommendation, though most still
receive bad advice. Agents cater to the beliefs of uninformed consumers, even when those beliefs
are wrong.

We then test how regulation and market structure affect advice. A natural experiment that
required agents to describe commissions for a specific product caused agents to shift recom-
mendations to an alternative product, which had even higher commissions but no disclosure
requirement. We do find some scope for market discipline to generate debiasing: when auditors
express inconsistent beliefs about the product suitable from them, and mention they have re-
ceived advice from another seller of insurance, they are more likely to receive suitable advice.
Agents provide better advice to more sophisticated consumers.

Finally, we describe a model in which dominated products survive in equilibrium, even with
competition.
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1 Introduction

The recent financial crisis has spurred many countries to pursue new consumer financial regulations

that could drastically change the way household financial products are distributed. Both Australia

and the U.K. Financial Services Authority have announced bans, to take effect in 2012, on the

payment of commissions to independent financial advisors.1 And as of August 2009, the Indian

mutual funds regulator banned mutual funds from collecting entry loads, which had previously

primarily been used to pay commissions to mutual fund brokers.2 Opponents of these bans argue

that commissions are important to motivate agents to provide financial advice and customer edu-

cation, that competition and reputation concerns will discipline agents, and that consumers have

demonstrated little willingness to pay for independent financial advice.

There is very little evidence to inform these important policy questions. In this paper, we

use a set of field experiments conducted in the Indian life insurance market to provide quantitative

evidence on the quality of advice provided by commissions motivated agents. In addition, we

test recent theories on how commissions motivated agents will respond to disclosure requirements,

greater competition, or more sophisticated consumers.

We focus on the market for life insurance in India for the following reasons. First, given the

complexity of life insurance, consumers likely require help in making purchasing decisions. Sec-

ond, popular press accounts suggest the market may not function well: life insurance agents in

India engage in unethical business practices, promising unrealistic returns or suggesting only high

commission products.3 Third, the industry is large, with approximately 44 billion dollars of pre-

miums collected in the 2007-2008 financial year, 2.7 million insurance sales agents who collected

approximately 3.73 billion dollars in commissions in 2007-2008, and a total of 105 million insur-

ance customers. Approximately 20 percent of household savings in India is invested in whole life

insurance plans (IRDA, 2010). Fourth, agent behavior is extremely important in this market, as

approximately 90 percent of insurance purchasers buy through agents.

1Independent Financial Advisors received commissions to sell mutual funds and life insurance products. See
Reuters (2009), Vincent (2009) and Dunkley (2009) for more information on the U.K. ban on commissions. See
“Australia Proposes Ban on Commission” in the Financial Times, September 4, 2011.

2For newspaper accounts of the importance of entry loads as the primary source of commissions see (1) “MFs
Look For Life Beyond Entry Load Ban,” Times of India, July 19, 2010 (2)“Mutual Fund Industry Struggling to Woo
Retail Investors,” Business Today, February 2011 Edition.

3See for example, “LIC agents promise 200% return on ’0-investment’ plan,” Economic Times, 22 February 2008.
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Lastly, commissions motivated sales agents are of particular importance in emerging economies

where a large fraction of the population has little or no experience with formal financial markets.

Commissions may motivate agents to identify potential consumers, educate them about the range

of available products, and identify the most suitable products. Opponents, however, argue that the

commissions motivated agents will encourage consumers to purchase expensive, complicated prod-

ucts that are not necessarily welfare maximizing for households. Systematic empirical evidence is

needed to inform the policy debate about whether commissions motivated agents are necessary for

encouraging the adoption of complicated household financial products.

This project consists of three closely related field experiments. All of these experiments use

an audit study methodology, in which we hired and trained individuals to visit life insurance agents,

express interest in life insurance policies, and seek product recommendations. The goal of the first

set of audits was to test whether, and under what circumstances, agents recommend products

suitable for consumers. In particular, we focused on two common life insurance products: whole life

and term life. We chose these two products because, in the Indian context, consumers are generally

much better off purchasing a term life insurance product than whole life. In section II, we detail

how large this violation of the law of one price can be. The combination of a savings account and

a term insurance policy can provide over six times as much value as a whole life insurance policy.

An important source of friction in financial product markets is that consumers may not know

which products are best for them. A range of evidence suggests that individuals with low levels of

financial literacy make poor investment decisions (Lusardi and Mitchell, 2007). An important role

of agents may be to identify suitable products. In our first experiment, we randomly vary both the

stated belief of the customer as to which product is most suitable, as well information the client

provides about his or her actual needs. Thus, we have some treatments where the customer has

an initial preference for term insurance but where whole insurance is actually the more suitable

product, and vice versa (whole insurance could be a suitable product for an individual who has

difficulty committing to saving). If an agent’s role is to match clients to suitable products, only

the latter information should affect agent recommendations. In fact, we find agents are just as

responsive to consumers self-reported (and incorrect) beliefs as they are to consumers needs.

Interestingly, this is true even when the commission on the more suitable product is higher,

and hence the agent has a strong incentive to de-bias the customer. We view this result as important
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because it suggests that agents have a strong incentive to cater to the initial preferences of customers

in order to close the sale; contradicting the initial preference of customers, even when they are

wrong, may not be a good sales strategy. Thus, salesmen are unlikely to de-bias customers if they

have strong initial preferences to products that may be unsuitable for them.

Our second, third, and fourth experiments test predictions on how disclosure, competition,

and increased sophistication of consumers affect the quality of advice provided by agents.

In our second experiment, we study whether competition amongst agents can lead to higher

quality advice. We find that that agents who face greater competition, which we induce by having

our auditor state that they have already talked to another agent, leads to better advice. This

evidence is consistent with standard economic models which suggest that, at least under perfect

competition, agents will have an incentive to provide good advice.

In our third experiment we test how disclosure regulation affects the quality of advice provided

by life insurance agents. Mandating that agents disclose commissions has been a popular policy

response to perceived mis-selling. In theory, once consumers understand the incentives faced by

agents, they will be able to filter the advice and recommendations, improving the chance they choose

the product best suited for them, rather than the product that maximizes the agents commissions.

We take advantage of a natural experiment: as of July 1, 2010, the Indian insurance regulator

mandated that insurance agents disclose the commissions they earned on equity linked life insurance

products. We have data on 149 audits conducted before July 1, and 108 audits conducted after

July 1. We find that following the implementation of the regulation, life insurance agents are much

less likely to propose the unit-linked insurance policy to clients, and instead recommend whole life

policies which have higher, but opaque, commissions.

In our last experiment, we test whether the quality of advice received varies by the level of

sophistication the clients demonstrate. We find that less sophisticated agents are more likely to

receive a recommendation for the wrong product, suggesting that agents discriminate in the types

of advice they provide. This result suggests that the selling of unsuitable products is likely to have

the largest welfare impacts on those who are least knowledgeable about financial products in the

first place.

This paper speaks directly to the small, but growing, literature on the role of brokers and

financial advisors in selling financial products. This literature is based on the premise that, in
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contrast to the market for consumption goods such as pizza, buyers of financial products need

advice and guidance both to determine which product or products are suitable for them, and to

select the best-valued product from the set of products that are suitable.

The theoretical literature can be divided into two strands: one posits that consumers are per-

fectly rational, understand that incentives such as commissions may motivate agents to recommend

particular products, and therefore discount such advice. A second literature argues that consumers

are subject to behavioral biases, and may not be able to process all available information and make

informed conclusions.

Bolton et al. (2007) develops a model in which two intermediaries compete, each offering

two products, one suitable for one type of clients, the other for the other type of clients. While

intermediaries have an incentive to mis-sell, competition may eliminate misbehavior. Inderst and

Ottaviani (2010) show that even in a fully rational world, producers of financial products will pay

financial advisors commissions as a way to incentivize them to learn what products are actually

suitable for their heterogenous customers. Del Guerico and Reuter (2010) take a different tack,

arguing that sellers of mutual fund products in the US that charge high fees may provide intangible

financial services which investors value.

A second, more pessimistic, view, argues that consumers are irrational, and market equilibria

in which consumers make poorly informed decisions may persist, even in the face of competition.

Gabaix and Laibson (2005) develop a market equilibrium model in which myopic consumers sys-

tematically make bad decisions, and firms do not have an incentive to debias consumers. Carlin

(2009) explores how markets for financial products work in which being informed is an endogenous

decision. Firms have an incentive to increase the complexity of products, as it reduces the number

of informed consumers, increasing rents earned by firms. Inderst and Ottaviani (2011) present a

model with naive consumers, where naivete is defined as ignoring the negative incentive effects of

commissions, and find that naive consumers receive less suitable product recommendations.

The theoretical work is complemented by a small, but growing, empirical literature on the

role of competition and commissions in the market for consumer financial products. In a paper

that precedes this one, Mullainathan, Noth, and Schoar (2010) conduct an audit study in the

United States, examining the quality of financial advice provided by advisors. Woodward (2008)

demonstrates mortgage buyers in the U.S. make poor decisions while searching for mortgages. A
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series of papers (e.g. Choi et al 2009, 2010) demonstrate that consumers fail to make mean-variance

efficient investment decisions, paying substantially more in fees for mutual funds, for example, than

they would if they consistently bought funds from the low-cost provider. In work perhaps most

closely related to this paper, Bergstresser et al. (2009) look at the role of mutual fund brokers in the

United States. They find that funds sold through brokers underperform those sold through other

distribution channels, even before accounting for substantially higher fees (both management fees

and entry/exit fees). Buyers who use brokers are slightly less educated, but by and large similar to

those who do not. They do not find that brokers reduce returns-chasing behavior.

In the next section we describe the basic economics of the life insurance industry in India,

discuss why whole insurance policies are dominated by term policies, and economic theories of why

individuals might still purchase whole policies. Section III discusses the theoretical framework that

guides our empirical tests. Section IV presents the experimental design, while Section V and VI

present our results. In section VII, we describe an equilibrium model of insurance markets in which

dominated products survive, even with competition. Section VIII concludes.

2 Term and Whole Life Insurance in India

Life insurance products may be complicated. In this section, we lay out key differences between

term and whole life insurance products, and demonstrate that the insurance offerings from the

largest insurance company in India violate the law of one price, as long as an individual has access

to a bank savings accounts. Rajagopalan (2010) conducts a similar calculation and also concludes

that purchasing term insurance and saving strictly dominates purchasing whole or endowment

insurance plans.

We start by comparing two product offerings from the Life Insurance Corporation of India

(LIC), the largest insurance seller in India. For many years, LIC was the government-run monopoly

provider of life insurance. We consider the LIC Whole Life Plan (Policy #2), and LIC Term Plan

(Policy #190), for a 25-year old male seeking at least Rs. 2,500,000 in coverage (approximately

USD $50,000), commencing coverage in 2010.

For a whole life policy, such a customer would make 55 annual payments (until the age of

80 is reached) of Rs. 55,116 (ca. $1,110 at 2010 exchange rates). The policy has a face value
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of Rs. 2,500,000 if the client dies before age 80. In case the client survives until age 80, which

would be the year 2065, the product pays a maturation benefit equal to the coverage amount. The

coverage amount is not necessarily constant: it may be increased via LIC’s “bonus” policy, which

the insurance company may declare if it earns profits. For the past several years, bonuses have

ranged from 6.6% to 7% of the original coverage amount of the insurance policy. Unlike interest or

dividends, these bonus payments are not paid to the client directly. Rather the bonus is added to

the notional coverage amount, paid in case of death of the client, or, at maturity. The insurance

company does not make any express commitment as to whether, and how much, bonus it will offer

in the future.

A critical point to be made here is that the bonus is not compounded.4 Rather, the bonus

added is simply the amount of initial coverage, multiplied by the bonus fraction. For example,

if the company declares a 7% bonus each year, the amount of coverage offered by the policy will

increase by .07*2,500,000=Rs. 175,000 each year. Thus, after 55 years, when the policy matures,

its face value will be Rs. 2,500,000 + 55*175,000=Rs. 12,125,000.

If these 7 percent bonuses were in fact compounded, the policy would have a face value of Rs.

2,500,000*1.07ˆ55, or over Rs. 103 million, an amount more than eight times larger. Stango and

Zinman (2009) describe evidence from psychology and observed consumer behavior that individuals

have difficulty understanding exponential growth. Consumers who do not understand compound

interest may not appreciate how much more expensive whole life policies are.

A second feature of the two policies may be their relative attractiveness to naive, loss-averse

consumers. Agents frequently dismissed term insurance as an option, arguing that the customer

was likely to live at least twenty years, hence the premiums would be “lost” or “wasted,” while

with whole life the purchaser was guaranteed to get at least the nominal premium paid returned.

In Appendix Table 1, we evaluate the whole life insurance product by creating a replicating

4It is somewhat surprising that an insurance company has not entered this market and won a substantial amount
of business by offering a whole insurance product that does pay compounded bonuses. In fact, there are some whole
life products that pay a compounded bonus (i.e. the bonus rate is applied to both the sum assured amount plus all
previously accumulated bonus); thus, it is not the case that the insurance industry is unaware that consumers might
like these products. Rather, it seems that it is not possible for an insurance company to win substantial amounts
of business by aggressively selling whole products that pay compounded bonuses. One explanation for this may be
that competition really occurs along the margin of selling effort, as opposed to the quality of the product. In this
case, the products that have highest sales incentives will sell, and any particular insurance firm will have an incentive
to pay the highest commissions on the highest profit products. We present a formal model along these lines that is
consistent with our empirical results later in this paper.
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portfolio, which consists of a term insurance policy plus savings in a bank fixed deposit account.

Each year, the replicating portfolio provides at least as much coverage (savings plus insurance

coverage) as the whole policy, while requiring the exact same stream of cash flows from the client.

A 25-year old man seeking coverage of Rs. 2,500,000 would pay Rs. 55,116 per year for whole

insurance. If instead he bought a 35-year term policy with Rs. 4,000,000 in coverage, he would

pay Rs. 11,996 each year for 35 years. Over that period, he could save the difference (55,116-

11,996=43,120); once the term policy expired, the replicating portfolio would save Rs. 55,116 per

year. In each year, the death benefit (of term payout, if the policy is active, plus savings) would be

greater than the benefit from the whole policy, including the bonuses. The differences are dramatic:

the initial coverage of the replicating portfolio is Rs. 4 million, vs Rs. 2.5 million for the whole

policy. At age 35, the term plus savings is worth 9% more than the whole payout. By age 55,

the replicating portfolio is worth 36% more than the whole payout, and by age 85 the replicating

portfolio would be worth Rs. 91 million, compared to Rs. 13 million benefit from the whole policy.

The replicating portfolio is almost seven times more valuable.

One argument commonly advanced in favor of whole life insurance is that it provides protec-

tion for the individual’s whole life, and thus eliminates the need to purchase new term insurance

plans in the future. If there is substantial risk that future term insurance premiums might increase

due to increases in the probability of death, then term insurance might be seen as more risky than

whole insurance. However, this argument does not affect our replication strategy, because the term

plus savings plan does not require the individual to purchase another term insurance policy 35

years later.5 The individual has saved up enough in the savings account to provide self-insurance

after 25 years, which is greater than the amount of insurance that the whole life policy provides.

But even this comparison understates the difference in value dramatically, for at least two

reasons. First, the replicating portfolio builds up a substantial savings balance, which is liquid.

Second, if an individual does not pay each premium promptly, the insurance company has the

right to declare the policy lapsed. Some estimates suggests lapse rates are high: 6% of outstanding

policies lapse in a given year (Kumar, 2009). If the customer lapses after paying premiums for

three or more years, the plan guarantees a recovery value of only 30% of premiums paid (less the

5Cochrane (1995) discusses this issue in the context of health insurance and proposes an insurance product that
also insures against the risk of future premium increases due to changes in risk.
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first year’s premiums).

Thus, for an equivalent investment, the buyer receives up to six times as much benefit if she

purchase term plus savings, relative to whole. We are not aware of many violations of the law of

one price that are this dramatic. A benchmark might be the mutual fund industry: $1 invested in

a minimal fee S&P500 fund might earn 8% per annum, and therefore be worth $69 after 55 years.

If an investor invested $1 in a “high cost” mutual fund that charged 2% in fees, the value after 55

years would be $25, or about one third as large. The life insurance mark-up is thus by this metric

twice as large as the mark-up on the highest cost index funds.

2.1 Whole Life Insurance as a Commitment Device

One potential advantage of the whole life policy over term plus savings is that the whole life policy

contains committment features that some consumers value (Ashraf et al. (2006)). The structure

of whole life plans impose a large cost in the case where premium payments are lapsed, and thus

consumers that are sophisticated about their commitment problems may prefer saving in whole life

plans versus standard savings accounts where there are no costs imposed when savings are missed.

In particular, the LIC Whole Insurance Plan No. 2 discussed in the previous section returns nothing

if the policy “lapses’ within the first three years.

However, it is not clear that the commitment feature alone is sufficient to explain the pop-

ularity of whole life insurance. Ashraf et. al. (2006) finds only 25% of the population exhibit

hyperbolic preferences. Moreover, there are other savings products in the Indian context that offer

similar commitment device properties but substantially higher returns. Fixed deposit accounts

involve penalties for early withdrawal. Public provident fund accounts require a minimum of Rs.

500 per year contribution, and allow the saver no access to the money until at least 7 years after the

account is opened. If a saver does not contribute the 500 rupees in a particular year the account

is consider discontinued, and the saver has to pay a 50 rupee fine for each defaulting year plus the

500 rupees that were missed as installments.

Finally, there is no reason a financial services provider could not offer commitment savings

accounts without an insurance component. The fact that no such product has been developed in In-

dia or around the world suggests that this product is not simply satisfying demand for commitment

savings.
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Nevertheless, we acknowledge that a desire to commit may be relevant for some consumers.

Hence, for any shopping visit in which we regard term insurance as the more appropriate product,

the mystery shopper clearly told the insurance agent that she or he was seeking risk coverage at a

low cost, rather than a savings vehicle.

3 Theoretical Framework

Our empirical work is motivated by recent theoretical work on the provision of advice to potential

customers. Our paper tests two types of predictions that arise from this class of models. The

first set of predictions concerns the quality of advice provided by commissions motivated agents.

These models predict that at least some consumers will receive low quality advice; i.e. they will

be encouraged to purchase an advanced product that has higher commissions but no real benefits

to them (Inderst and Ottaviani, 2011, Gabaix and Laibson, 2005).6 We test this by measuring the

fraction of agents that recommend customers purchase whole insurance, even in the case where the

customer is only seeking insurance for risk protection (i.e. we shut down any commitment savings

channel).

The second set of predictions relates to how regulation and market structure affect the quality

of advice. We test three predictions from the theoretical literature.

Our first test centers on the role of competition in the provision of advice. Inderst and

Ottaviani (2011) and Bolton et. al. (2007) show that increased competition amongst agents who

provide products and advice can improve the quality of advice for customers. On the other hand,

Gabaix and Laibson (2006) show that increasing competition need not lead firms to unshroud

product characteristics that hurt naive consumers. Our auditors vary the level of competition

perceived by agents, by reporting whether their information about insurance comes from a friend

(low competition), or from another agent from which our auditor is thinking of purchasing insurance

(high competition).

Second, a large literature in economics predicts that competition between firms will induce

6While the Gabaix and Laibson (2006) paper does not explicitly deal with commissions, it does show that firms
will not necessarily have the incentive to unshroud product attributes (such as commissions or low rates of return in
our case) because unshrouding these will not necessarily win the firm business. In our case, the analogy would be
that life insurance firms do not have the incentive to unshroud these attributes of whole insurance products because
they would lose a substantial proportion of business to banks and other financial service providers if individuals move
their savings out of life insurance.
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firms to disclose all relevant information regarding products (Diamond (1985), Grossman (1989)).

In these models, mandatory disclosure enforced by the government does not change consumer

decisions and does not improve welfare. However, Inderst and Ottaviani (2011) argue that disclosure

requirements can improve the quality of advice by essentially converting unaware customers into

customers that are aware of how commissions can bias advice. We test how a disclosure requirement

on commissions impacts financial advice by studying a particular type of insurance product, a Unit

Linked Insurance Policy (ULIP), where agents were forced to disclose the commissions they earned

after July 1, 2010.

Lastly, a key feature of the recent theoretical models in Inderst and Ottaviani (2011) and

Gabaix and Laibson (2006) is the presence of two types of agents, with different levels of sophis-

tication. Inderst and Ottaviani (2011) predict that these sophisticated types will receive better

advice. We test this prediction by inducing variation in the level of sophistication demonstrated

by the agent during the sales visit.

4 Experimental Design

4.1 Setting

In this section we describe the basic experimental setup common to the three separate experiments

we ran in this study. All of the auditors used have at least a high school education. Intensive

introductory training on life insurance was provided by a former financial products sales manager,

and a principal investigator. Subsequently, each auditor was trained in the specific scripts they

were to follow when meeting with the agents. Each agent’s script was customized to match the

agents true life situation (number of children, place of residence, etc.). However, agents were

given uniform and consistent language to use when asking about insurance products, and seeking

recommendations. Auditors memorized the scripts, as they would be unable to use notes in their

meetings with the agents. Following each interview, auditors completed an exit interview form

immediately, which was entered and checked for consistency. The auditors and their manager were

told neither the purpose of the study, nor the specific hypotheses we sought to test.

Auditors were instructed not to lie during any of the sessions. Upon completion of the study,

all auditors were given a cash bonus which they used to purchase a life insurance policy from the
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agent of their choice. All of our auditors chose to purchase term insurance.

In each experiment, treatments were randomly assigned to auditors, and auditors to agents.

Note that because the randomizations were done independently, this means that each auditor did

not necessarily do an equivalent number of treatment and control audits for any given variable of

interest (i.e. sophistication and/or competition). Table 1 presents the number of audits, number

of auditors, and number of life insurance agents for each separate treatment cell in each of our

three experiments. Since we were identifying agents as the experiment proceeded, we randomized

in daily batches. To ensure treatment fidelity, auditors were assigned to use only one particular

treatment script on a given day.

Life insurance agents were identified via a number of different sources, most of which were

websites with national listings of life insurance agents.7 Contact procedures were identical across

the treatments. While some agents were visited more than once, care was taken to ensure no

auditor visited the same agent twice, and to space any repeat visit at least four weeks apart, both

to minimize the burden on the agents, and to reduce the chance the agent would learn of the study.

Table 2 presents summary statistics across the three experiments we report results on in

this paper. The Quality of Advice experiment was conducted in one major Indian city, and the

Disclosure and Sophistication experiments were conducted in second major Indian city.8 Across

the experiments, between 50-75% of agents visited sold policies underwritten by the Life Insurance

Company of India (LIC), a state owned life insurance firm. This fraction is consistent with LIC’s

market share, which was 66 percent of total premiums collected in 2010.

In terms of the location of the interaction between the auditor and the life insurance agent, one

major difference between the Quality of Advice experiment and the Disclosure and Sophistication

experiments is that a substantial number of Quality of Advice audits occurred at venues outside

the agent’s office. These other locations were typically a restaurant, cafe, railway or bus station, or

public park. In the Disclosure and Sophistication experiments, the majority of audits took place

at the agent’s office. On average, each audit lasted about 35 minutes, suggesting these audits do

represent substantial interactions between our auditors and the life insurance agents. The length

7We also included a small number of agents we found through outdoor advertisements and through a listing of
Life Insurance Corporation of India agents.

8The Competition experiment was conducted as a sub-treatment within the Quality of Advice experiment, and
thus shares the same summary statistics.
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of audit did not vary substantially across the different experiments.

Matched pair audit studies used to identify discrimination have been criticized on method-

ological grounds. These studies, which involve sending, for example, black and white car buyers to

purchase a car. Critics argue that even if auditors stick to identical scripts, they may exhibit other

differences (apparent education, income, etc.) that could lead sales agents to treat buyers differently

for reasons other than the buyer’s race or sex (Heckman, 1998). While our study is not subject

to this criticism–our treatments were randomized at the auditor level, so we can include auditor

fixed effects–we took great care to address other potential threats to internal validity. Outright

fraud from our auditors is very unlikely, as they were obliged to hand in business cards of the sales

agents. To monitor script compliance, we paid insurance agents within the principal investigators’

social network to “audit the auditors”–these agents reported that our auditors adhered to scripts.

The outcome we measure, policy recommended, is relatively straightforward, and auditors were

instructed to ask the agent for a specific recommendation. To prevent auditor demand effects, we

did not inform the auditors of the hypotheses we were interested in testing.

5 Quality of Advice

5.1 Quality of Advice: Catering to Beliefs Versus Needs

In this experiment we test the sensitivity of agents’ recommendations to the actual needs of con-

sumers, as well as to consumers potentially incorrect beliefs about which product is most appro-

priate for them. In particular, one reason agents may recommend whole insurance is a belief that

customers will value the commitment savings features. To examine this, we vary the expressed need

of the agent, by assigning them one of two treatments. In half of the audits, the auditor signals

a need for a whole insurance policy by stating: “I want to save and invest money for the future,

and I also want to make sure my wife and children will be taken care of if I die. I do not have

the discipline to save on my own.” Good advice under this treatment might plausibly constitute

the agent recommending whole insurance. In the other half of the audits, the auditor says “I am

worried that if I die early, my wife and kids will not be able to live comfortably or meet our financial

obligations. I want to cover that risk at an affordable cost.” In this case the auditor demonstrates

a real need for term insurance. By comparing agent recommendations across these two groups, we
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can measure whether agent recommendation responds to agents true needs. Appendix Table A2

presents the exact wording of all of the experimental treatments in this study.

We also randomized the customer’s stated beliefs about which product was appropriate for

him or her. In audits where the auditor was to convey a belief that whole insurance was the correct

product for them, the auditor would state “I have heard from [source] that whole insurance may

be a good product for me. Maybe we should explore that further?” In the audits where the auditor

was to convey a belief that term insurance was the correct product for them, the auditor would

state ”I have heard from [source] that whole insurance may be a good product for me. Maybe we

should explore that further?”

Finally, to understand the role of competition, we also varied the source auditors mentioned

when talking about their beliefs. In the low competition treatment, the auditor named a friend as a

source of the advice. In the high competition treatment, the auditor said the suggestion had come

from another agent from whom the auditor was considering purchasing.

Each of these three treatments (product need, product belief, and source of information) was

assigned orthogonally, so this experiment includes eight treatment groups.

Table 3 presents a randomization check to see if there are important differences in the audits

that were randomized into different groups. The first two columns compare audits that were ran-

domized such that the auditor had either a bias for term (Column (1)) or a bias for whole (Column

(2)). As would be expected given the randomization, there are almost no systematic differences

across the two groups. The only significant difference is that audits assigned a bias towards whole

were approximately two percentage points more likely to be conducted at the auditor’s home. We

include audit location fixed effects in our specifications and find they do not substantially change

the results.

Columns (3) and (4) present characteristics of audits where the auditor was randomized into

having a need for term insurance (Column (3)) or a need for whole insurance (Column (4)). The

next two columns present the pre-treatment characteristics of audits where the source of the bias

was another agent (Column (5)) or a friend (Column (6)). There are also no statistically significant

differences in the pre-audit characteristics across these groups.9

9Throughout the paper, we use robust standard errors; results and significance levels are virtually identical if we
cluster standard errors at the level of randomization, auditor*day.
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Before describing the experimental results, we emphasize how poor the quality of advice is: for

individuals for whom term is the most suitable product, only 5% of agents recommend purchasing

only term insurance, while 74% recommend purchasing only whole. A previous version of this paper

documented a range of wildly incorrect statements made by agents, such as “term insurance is not

for women;” “term insurance is for government employees only.” One even proposed a policy that

he described as term insurance, which was in fact whole insurance.

Table 4 presents our main results on how variation in the needs of customers and biases

of customers affect the quality of financial advice.10 Column (1) presents results on whether the

agent’s final recommendation included a term insurance policy (in about 8% of the cases, agents

recommend the consumer purchase multiple products). We find that agents are 10 percentage

points more likely to make a final recommendation that includes a term insurance policy if the

auditor states that they have heard term insurance is a good product. We also find that agents are

12 percentage points more likely to make a recommendation that includes a term insurance policy

if the auditor says they are looking for low-cost risk coverage. Both of these results are statistically

significant at the 1 percent level. The interaction of these two variables is statistically insignificant.

This suggests that agents are just as likely to cater to beliefs as needs.

In column (2), we add auditor-fixed effects and controls for venue and whether the agent sells

policies underwritten by a government-owned insurer. The experimental results are unaffected.

Agents from the government owned insurance underwriters (primarily the Life Insurance Corpora-

tion of India) are 12 percentage points less likely to recommend a term insurance plan as a part of

their recommendation.

Column (3) presents the same exact specification as Column (1), however now the dependent

variable takes a value of one if the agent recommended only a term insurance plan. We find

much weaker results here. A customer stating that they have heard that term insurance is a good

product is only 2 percentage points more likely to receive a recommendation to only purchase term

insurance. We find that stating a need for affordable risk coverage only causes a 1.5 percentage

point increase in the probability that the agent will recommend exclusively term insurance. This

effect is not statistically significant at conventional levels. When the auditor both states that they

10In this section we focus on the quality of advice given, and thus report results on how advice responds to a
customer’s needs versus beliefs. Later, we discuss the impact of the competition treatment when we focus on how
quality of advice might be improved.
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need risk coverage and they have heard that term is a good product we find an increase of 5.3

percentage points, significant at the ten percent level. Column (4) adds controls.

Thus, comparing Columns (2) and (4) it appears that agents do respond to both the biases

and needs of customers, however, they primarily do it by recommending term insurance products

as an addition to whole insurance products, rather than recommending the purchase of term.

Overall, the results in Columns (1) - (4) suggest that agents will respond approximately

equally to both the needs and pre-existing biases of customers. These results are consistent with

the idea that agents maximize the expected revenue from an interaction, and the expected revenue

depends both on the probability that the customer will purchase as well as the amount of commission

that can be earned. Agents do not seem to attempt to de-bias customers who express perceived

needs inconsistent with actual needs; thus, in this context it seems unlikely that commissions

motivated agents are effective in undoing behavioral biases customers bring to their insurance

purchase decisions.

Columns (5) and (6) shows that stating an initial bias towards term insurance causes the

agent to recommend the customer purchase approximately 13 percent more risk coverage, while

expressing a need for risk coverage increases the recommended risk coverage by 17 percentage

points. Both of these effects are significant at the five percent level, but their interaction is not.

Again, these results suggest agents will cater approximately equally to the stated preferences of

a customer (even if those preferences are inconsistent with their actual needs), about as much as

they cater to the actual stated needs of customers.

Columns (7) and (8) test whether the recommended premium amounts are statistically differ-

ent across the treatments. We find that the bias and need treatments have small and statistically

insignificant effects on the level of premiums the agent recommends that customers pay to pur-

chase insurance. This suggests that although agents are recommending higher coverage levels for

those who either have a bias towards term or a need for term (Columns (5) and (6)), customers

are not paying higher premiums to obtain this additional coverage. Instead, the increase in risk

coverage observed in Columns (5) and (6) is due primarily to the fact that term insurance provides

dramatically more risk coverage per Rupee of premium.

Further evidence of this interpretation is obtained from the average amounts of risk coverage

and premium amounts when agents recommended term versus whole insurance (not reported). In
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the case where the auditor sought risk coverage at an affordable cost and said they had heard risk

coverage was a good product for them, agents recommending term insurance proposed 2.3 million

rupees of risk coverage, with an annual premium cost of approximately 31,000 rupees. Agents

recommending whole insurance suggested customers purchase 522,000 rupees of risk coverage, with

an annual premium of approximately 28,000 rupees. Our auditors characteristics (income, depen-

dents) are the same no matter what beliefs they express, meaning there is no economic reason to

suggest greater coverage levels when the auditor expresses a preference for coverage at low cost.

One explanation for this result, consistent with the bad advice hypothesis, is that agents base their

recommendations on the amount of premiums customers can pay, as opposed to the amount of risk

coverage customers actual need. Our finding here is consistent with anecdotal evidence from dis-

cussions with our auditing team: agents typically start the life insurance conversation by estimating

how much the individual can afford to put into life insurance per month, rather than determining

how much risk coverage the customer needs.

In summary, we find the following. Despite the fact term is an objectively better policy,

between 60 and 80 percent of our visits end with a recommendation that the customer purchase

whole life insurance. Second, even when customers signal that they are most interested in term

insurance and need risk coverage, more than 60 percent of audits result in whole insurance being

recommended. Third, we find that agents primarily cater to customers (either their beliefs or needs)

by recommending that they purchase term insurance in addition to whole insurance, as opposed to

recommending term insurance alone. It is difficult to see how combining term and whole insurance

makes sense for someone who is seeking risk coverage.

6 Financial Advice and Market Structure

These previous results are consistent with the models of Inderst and Ottaviani (2011), Gabaix and

Laibson (2006) and Bolton et al. (2007) which suggest commissions motivated sales agents will have

an incentive to recommend more complicated, but potentially unsuitable, products to customers

who are not wary of the agency problems that commissions create (at least under some market

structures). In this section we turn to testing theoretical predictions on how advice responds to the

regulatory and market structure. As our experimental design allows us to measure the type of advice
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given, we focus on three predictions. First, the threat of increased competition from another agent

will reduce the probability an unsuitable product is recommended. Second, increasing consumers

awareness of commissions will reduce the tendency to recommend unsuitable products. Third,

agents will provide different advice to sophisticated versus unsophisticated consumers.

6.1 Competition

One way agents may compete with each other is to offer better financial advice. Standard models

of information provision suggest that competition amongst advice providers will lead to the op-

timal advice being given; customers will avoid salesmen who give low quality advice and thus in

equilibrium only high quality advice will be given.

In any given interaction between an agent and a customer, it is likely that the agent perceives

he has some market power, in that the customer would have to pay additional search costs to

purchase from another agent. In this treatment we attempted to experimentally reduce the agent’s

perceived amount of market power by varying whether the customer mentions that they have

already spoken to another agent. Audits randomized into the high competition treatment stated

that they heard from another agent term (or whole) might be a good product for them. Audits

randomized into the low competition treatment state that they heard from a friend that term (or

whole) might be a good product for them.

The audits for which these data are based on are the same as those used in the Quality of

Advice experiment. Table 5 presents our results on the impact of greater perceived competition

on the quality of advice provided by life insurance agents. The specifications reported here are the

same as those in Table 4, but we now introduce a dummy variable that takes the value of 1 if the

auditor’s bias came from a competing agent, and zero if the bias came from a friend. Columns

(1) and (2) show that overall the induced competition does not seem to have an important effect

on whether agents recommend term insurance as part of their package recommendation. Columns

(5) and (6) show that the competition treatment also did not have an overall increasing effect on

whether only a term policy was recommended.

Columns (3) and (4) introduce a set of interaction terms between the bias treatment, the

need treatment, and the competition treatment. We are particularly interested in the treatment

where the customer is biased towards whole insurance but demonstrates a need for term insurance.
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In this setting the agent has the potential to “de-bias” the auditor as their beliefs are inconsistent

with their insurance needs. In Columns (3) and (4) we find that the agent is substantially more

likely to debias agents when the threat of competition looms. This effect is measured by summing

the coefficients on the variables Competition and (Need=Term)*Competition. The sum suggests

agents advising customers who need term but are biased towards whole are 10 percent more likely

to recommend term insurance if they perceive higher levels of competition. The hypothesis that

(Need=Term)*Competition + Competition = 0 can be rejected at the 5% level. This result suggests

that if perceived competition is high enough, agents will attempt de-bias customers as a way of

winning business.

We do not, however, find that competition increases the possibility that agents will de-bias

customers who have a belief that term insurance is a good product but need help with savings.

We find that the coefficient on the interaction (Bias=Term)*Competition is small and statistically

insignificant.

Columns (7) and (8) report the same specification as those in Columns (3) and (4), however

the dependent variable takes the value of one if the agent recommended the customer purchase

only term insurance. We do not find any evidence that agents attempt to de-bias consumers

by recommending they only purchase term insurance. The coefficient on the interaction term

(Need=Term)*Competition is small and insignificant in Columns (7) and (8). We find that the

competition treatment is only effective, in this case, when the agent has both a bias and a need

towards term insurance. One interpretation of this result is that agents assume that a customer

who has the knowledge to know that term insurance is the best product for someone who needs

risk coverage is almost surely going to purchase term insurance from the other agent. Thus, the

agent in the audit chooses to compete by recommending only a term insurance purchase as well.

6.2 Disclosure

On July 1, 2010, the Indian Insurance Regulator mandated that insurance agents must disclose

the commissions they would earn when selling a specific type of whole insurance product called a

ULIP. ULIPs are very similar to whole insurance policies, except the savings component is invested

in equity instruments with uncertain returns. This regulation was enacted as the Indian insurance

regulator faced criticism from the Indian stock market regulator that ULIPs should be regulated
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in the same was as other equity based investment products. The insurance regulator responded to

these criticisms by requiring agents to disclose commissions when selling ULIPs.

There are two specific features of this policy we emphasize before discussing our empirical

results. First, it is important to note that the disclosure of commissions required on July 1st is

in addition to a disclosure requirement on total charges that came into effect earlier in 2010. In

other words, prior to July 1, agents were required to disclose the total charges (i.e. the total costs,

including commissions) of the policies they sell, but they were not required to disclose how much

of those charges went to commissions versus how much went to the life insurance company. Thus,

the new legislation requiring the specific disclosure of commissions gives the potential life insurance

customer more information on the agency problem between himself and the agent, but does not

change the amount of information on total costs. This allows us to interpret our results as the effect

of better information about agency, rather than better information about costs more generally.

To focus the visits on ULIPs, agents began by inquiring specifically about ULIP products

available. The experimental design here involves two components. First, we conducted audits before

and after this legal change to test whether the behavior of agents would change due to the fact that

they were forced to disclose commissions. Second, we also randomly assigned each of these audits

into two groups, where in one group the auditor conveys knowledge of commissions and in the other

group the auditor does not mention commissions. We created these two treatments as we believed

only customers who have some awareness of these commissions were likely to be affected by this law

change. In one group, we had the auditor explicitly mention that they were knowledgeable about

commissions by stating: “Can you give me more information about the commission charges I’ll be

paying?” In the control group, the auditor did not ask this question about commission charges.

Table 6 presents summary statistics on the disclosure experiment audits. Column (1) pertains

to the full sample audits, while (2) and (3) present summary statistics on the audits before and

after the regulation went into effect. There are several differences between the pre- and post-

audits. In particular, post disclosure change audits were more likely to be conducted with the Life

Insurance Company of India, and the meetings took place in different venues. These differences

suggest that caution is warranted when comparing the pre- and post- results. Columns (7) and

(8) of Table 3 present summary statistics on the randomization of the different levels of knowledge

about commissions.
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6.3 Did the Disclosure Requirement Change Products Recommended?

We first examine whether audits conducted after the disclosure requirements went into effect were

less likely to result in the agent recommending a ULIP policy. Figure 1 shows the weekly average

fraction of audits that resulted in a ULIP recommendation. Prior to the commissions disclosure

reform, agents recommended ULIPs eighty to ninety percent of the time. Following the reform,

there is an immediate and discrete drop in the fraction recommending ULIPs, to between forty and

sixty-five percent of audits. The discrete jump suggests the observed differences are driven by the

disclosure requirement, rather than being attributable to a steady downtrend trend in the fraction

of agents recommending ULIP policies over time.

Table 7 presents the formal empirical results. The dependent variable in all specifications

in this table takes a value of one if the agent recommended a ULIP product and zero otherwise.

The independent variable Post Disclosure indicates whether or not the audit occurred after the

legislation went into effect, July 1st (our earliest post-disclosure audits occurred on July 2nd). The

variable Disclosure Knowledge equals one where the client expresses awareness that agents receive

commissions and zero otherwise. Finally, we control for whether the agent is from a government

underwriter, auditor fixed effects, and the location of the audit.

Column (1) presents a regression without controls. We find that in the post period a ULIP

product was 25 percentage points less likely to be recommended. This finding is consistent with

the prediction that agents treat customers who are concerned about commissions differently than

those who are not, and that disclosure policy can improve customer awareness. We do not find

the randomized treatment of the auditor demonstrating knowledge of the commissions significant

(Disclosure Knowledge), nor do we find the interaction to be significant.

One potential threat to the validity of our analysis is the change in composition of agents

between the pre- and post-period. Perhaps most important is the difference between the fraction

of agents selling policies issued by government-owned insurance companies before and after the law

change. In Column (2), we control for whether the agent works for a government-run insurance

company, as well as location and auditor fixed-effects. The point estimate is slightly smaller, but

the effect is still quite sizeable at 19 percentage points.

In columns (3) and (4) we examine agents for government-owned and private insurance com-

21



panies seperately. Among those selling policies underwritten by government-owned companies,

there is a 30 percent decrease in the likelihood of recommending a ULIP policy after the disclosure

law becomes effective. Amongst private underwriters, we find a negative point estimate, although

the coefficient is not significant at standard levels. The result in Column (3) suggests that the

observed reduction in ULIP recommendations in the whole sample is not driven by a compositional

shift in the types of agents the auditors meet.

In terms of magnitudes, given the overall percentage of ULIP recommendations in this sample

was 71 percent, the approximately 20 percent decrease in ULIP recommendations once disclosure

commission became mandatory is an economically large effect. Further analysis (not reported)

finds agents were approximately 20 percentage points more likely to recommend whole insurance

type products following the law change. There was no change in their propensity to recommend

term insurance. Thus, it appears that the ULIP disclosure law change primarily led to substitution

away from high commission ULIP products to high commission whole insurance products.

Turning to the experimental treatment, we do not find that audits where our agents showed

knowledge of the new disclosure requirements are associated with lower levels of ULIP recommenda-

tions. The coefficient on the Disclosure Knowledge variable is small and statistically insignificant in

all of the specifications. This treatment does not seem to be affected by the disclosure requirement.

Columns (5) and (6) test whether the commission disclosure requirement had important

impacts on the amount of risk coverage and premium payments recommend by agents. We find no

statistically significant differences here, suggesting that the types of products recommended were

similar in terms of their risk characteristics after the policy change.

6.4 Customer Sophistication

In our final experiment, we manipulated the the level of sophistication about life insurance policies

projected by the auditor. Each auditor was randomly assigned to portray either high or low levels

of sophistication.

Sophisticated auditors say:

“In the past, I have spent time shopping for the policies, and am perhaps surprisingly some-

what familiar with the different types of policies: ULIPs, term, whole life insurance. However, I

am less familiar with the specific policies that your firm offers, so I was hoping you can walk me
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through them and recommend a policy specific for my situation.”

Unsophisticated agents, on the other hand, state:

“I am aware of the complexities of Life Insurance Products and I don’t understand them very

much; however I am interested in purchasing a policy. Would you help me with this?”

To ensure clarity of interpretation of the suitability of recommendations, we built into the au-

ditors script several statements that suggest a term policy is a better fit for the client. Specifically,

the auditor expressed a desire to maximize risk coverage, and stated that they did not want to use

life insurance as an investment vehicle.

We predict that individuals that are sophisticated about life insurance products will be more

likely to receive truthful information from life insurance agents; agents internalize that sophisticated

agents are not swayed by false claims, and thus presenting dishonest information to sophisticated

agents is wasted persuasive effort. In the specific context of our audits this prediction suggests that

life insurance agents should be more likely to recommend the term policy to sophisticated agents.

Note that we designed our scripts so sophistication here only means that the potential customer is

knowledgeable about life insurance products; both sophisticated and unsophisticated agents state

that they have the same objective needs in terms of life insurance.

Table 3 presents a randomization check for the Sophistication experiment. The only statis-

tically significant different between the sophisticated and non-sophisticated treatments is that the

sophisticated treatments were about eight percentage points less likely to occur at other venues.

Overall, the randomization in this experiment appears to be successful. We control for audit loca-

tion in our results and find this has little impact on the effect of sophistication on recommendations.

The results from the sophistication experiment, reported in Table 8, provide some evidence in

support of our prediction that sophisticated customers will receive better advice. We use the same

specification as in the previous experiments to analyze this data. In Column (1) the dependent

variable takes a value of one if the agent’s recommendation included a term insurance plan, and

zero otherwise. We find that the sophisticated treatment causes a ten percentage point increase

in the likelihood that an agent includes term insurance as a part of their recommendation. This
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result is statistically significant at the 10 percent confidence level. In Column (2) we include a

set of control variables, the point estimate and confidence interval are virtually unchanged. Thus,

we do see that agents make some attempt to cater to sophisticated individuals by offering term

insurance.

However, in Columns (3) and (4), where the dependent variable takes a value of one if

the agent recommended the auditor purchase only a term a insurance plan, we find there is no

statistically significant effect of sophistication. Similar to the results in the bias versus needs

experiment, it appears that agents attempt to cater to more sophisticated types by including term

as a part of a recommendation. However, they do not switch to recommending only term insurance,

even to customers who signal sophistication.

In Columns (5) and (6) we look at the impact of sophistication on the amount of coverage

recommended by the life insurance agent. Without controls, we find that sophisticated agents

receive guidance to purchase approximately 22 percent more insurance coverage (Column (5)). In

Columns (7) and (8) we test whether sophisticated agents receive different recommendations in

terms of how much premiums they should pay for insurance. We find that signaling sophistication

does not have an important impact on the amount of premiums that agents recommend paying,

although the confidence interval admits economically meaningful effects of up to 25 percent lower

premium costs. Combining the results in Columns (5) - (8), we see that, similar to our results on

coverages and premiums in the other experiments, agents seem to recommend approximately the

same amount of premiums be paid, regardless of our intervention; they cater to customers primarily

by adding a relatively inexpensive term product on top of whole insurance to increase risk coverage

without substantially changing premium payments.

7 A Model of Commissions, Bad Advice, and Dominated Prod-

ucts

We, and others, have argued that whole life insurance is dominated by term insurance for individ-

uals who seek insurance mainly for risk coverage. While the goal of this paper is to understand

commissions motivated agent behavior (rather than offer a competitive analysis of the Indian in-

surance industry), it does raise a puzzle: why do the more expensive, dominated, products, such as
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whole insurance, persist in a setting with competition? We consider here how a dominated product

could survive, even in a competitive equilibrium.

We present a simple model, inspired by Gabaix and Laibson (2006), which provides one

explanation for how a dominated financial product might exist in competitive equilibrium. The

model takes the empirical results found in this paper, that commissions motivated agents appear

to provide poor financial advice, and shows how it is possible that if at least some consumers are

persuaded by bad advice then it is possible that a dominated product like whole insurance could

persist. The model may be particularly relevant for a country like India with a large number of

new insurance customers entering the market who are still learning about these products and may

be less sensitive to important differences in the long run returns available.

In the model, we focus primarily on the risk coverage offered by the insurance products. The

price of term insurance is the premium, while the “price” of whole insurance should be thought of as

the premium cost minus any savings value that exists beyond the risk coverage. This is equivalent

to assuming whole insurance can be replicated by purchasing term insurance and investing in a

savings account. Thus, the model is set up such that buyers should choose whole insurance only if

the price is cheaper than term insurance. However, we show that an equilibrium is possible where

whole insurance has a higher price than term insurance.

The model has two types of consumers. Sophisticated consumers understand that whole and

term insurance are the same product (and thus would always choose the cheaper one), know their

own optimal amount of insurance, given prices, and are immune to the persuasive efforts of agents.

There is a fixed, exogenous number of sophisticated consumers, s, who want to purchase term

insurance, and each has a demand function for term insurance equal to α − pt, where pt is the

price of term insurance.

Unsophisticated consumers, in contrast, can be persuaded to purchase a dominated product

if there is an agent that exerts enough effort. In particular, we assume unsophisticated agents

demand an amount of insurance α− pw once they have met with a commissions motivated agent.

Agents must exert effort to identify and sell to unsophisticated consumers. We assume that the

number of customers they find is equal to the commission on selling insurance set by the insurance

company, c. Intuitively, the higher that the insurance firm sets commissions, the more incentive

agents have to approach customers and sell insurance. In addition to commissions payments, the
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insurance firm incurs an underwriting cost of k per unit of either term insurance or whole insurance

sold.

The game play is as follows. In period 0, the firm(s) choose whether to offer term, whole,

or both insurance products. They also choose the prices pw and pt and the commissions they will

pay agents to sell whole and term insurance (cw, ct). In the second period, agents respond to the

incentives set by the insurance companies, and consumers make decisions on how much whole and

term insurance to purchase and insurance. An Appendix contains the proofs of all the results

discussed here.

7.1 Monopolist Insurance Company

A monopolist insurance firm has three possible options (1) offer only term insurance (2) offer whole

and term insurance (3) offer only whole insurance. In the Appendix we show that the monopolist

insurance firm will choose to offer both term and whole insurance. The monopolist firm will pay

zero commissions for the sale of term insurance (as paying commissions on term insurance does not

increase demand) and will charge a price of α+k
2 for term insurance. The monopolist firm will pay

positive commissions for the sale of whole insurance because demand is increasing in commissions.

The firm will set the whole insurance price (pw) equal to 1
3(2α + k) and will pay commissions

1
3(α − k). Note that as long as α > k (a condition necessary for there to be positive demand for

insurance), that the price of whole insurance will be higher than the price of term insurance.

The intuition for this solution is that offering both term and whole insurance offers the

monopolist firm a way to set different commissions and prices for sophisticated versus unsophisti-

cated customers. Sophisticated consumers cannot be persuaded by commissions motivated agents,

and thus the firm chooses to set commissions to zero and charge lower prices for term insurance.

However, unsophisticated consumers can be persuaded to purchase whole insurance. Thus, the

insurance firm chooses to pay higher commissions to encourage agents to persuade consumers to

purchase insurance, and then passes these higher commissions onto the consumer in terms of higher

prices.
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7.2 Two Competing Insurance Companies

We now analyze the impact of competition by considering a Bertrand pricing game where two firms

compete by setting term and whole commissions and prices. This game has two players, firm i and

firm j. A strategy in this game consists of (1) a choice of which products to offer (term, whole, or

both) (2) prices and commissions for each product offered. A firm’s payoff function is the profit it

earns given its choice of what products, prices, and commissions to offer as well as the other firm’s

choices.

The payoffs are defined as follows. For term insurance, we use the usual Bertrand pricing game

(with homogenous products) assumption that firm i obtains the full market of all s sophisticated

consumers if pi < pj (and vice versa). For whole insurance, consumers can be influenced to purchase

both by higher commissions and lower prices. The number of unsophisticated consumers that firm i

sells to given it pays commissions ci is ci−bcj . The parameter b, which we assume is always greater

than zero, measures the degree to which firm i and j’s insurance products compete with each other

for customers. If b equals zero then the fact that firm j is paying high commissions does not change

the demand for firm i’s insurance. If b is large, however, then an increase in commissions by firm

j causes a fraction of consumers to switch from firm i’s insurance product to firm j’s product.

Note, however, that once unsophisticated consumers have been persuaded to purchase from a

particular firm because of commissions, the insurance company can charge them the monopoly price.

In this sense, competition for unsophisticated consumers happens primarily through commissions,

and not through prices. The intuition is that unsophisticated consumers respond strongly to the

persuasiveness and effort of agents in choosing what product to buy, but less strongly to the level

of prices.

Bertrand competition over prices in the market for term insurance leads to both firms pricing

term insurance at marginal cost k. In the Appendix we show that the Nash equilibrium commissions

on whole insurance are c∗i = c∗j = α−k
3−2b , and the Nash equilibrium prices are p∗i = p∗j = (2−b)α+(1−b)k

3−2b .

Note that for commissions and prices to be positive we need b ≤ 3
2 .

Even though term and whole insurance are the same product in this model, an equilibrium

exists where whole insurance has a higher price than term insurance, and where competition be-

tween firms will not eliminate this dominated product. Analogous to the result in Gabaix and
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Laibson (2006), a strategy of un-shrouding the whole policy does not work because selling the dom-

inating term policy does not offer the margins necessary to pay large commissions. Thus, it is not

profitable for firms to educate consumers on the fact that whole insurance is simply an expensive

version of term insurance. In equilibrium, firms sell low commission term insurance to sophisticated

consumers, and high commission whole insurance to unsophisticated consumers.

The model also has an interesting prediction on the impact of competition in this market.

When paying commissions causes the competitor to lose more business (b increases), competition

amongst firms leads to an increase in commissions and prices.11 Thus, when insurance firms

attract customers mainly through commissions, competition can actually lead to higher prices (and

commissions), relative to a monopoly provider. The intuition for this result is that as a monopoly

provider, paying higher commissions loses more in profits due to higher costs than it gains in extra

business. However, when firms compete over commissions, then it becomes necessary to pay higher

commissions to win business, and profits for each sale are lower because more commissions have to

be paid.

We believe this model is a plausible explanation for why a dominated product like whole

insurance can persist in this market. The model fits the basic empirical facts observed in this

market: 1) Term insurance and whole insurance co-exist, although whole insurance can be repli-

cated by term insurance and savings accounts 2) Commissions on whole insurance are substantially

higher than term insurance 3) Agents provide poor advice (i.e do not try to de-bias consumers to-

wards whole insurance) 4) The industry has multiple, seemingly competitive, insurance providers.

Nonetheless, further empirical work is necessary to distinguish the model presented from other po-

tential explanations for the existence of dominated products, such as entry barriers or other market

frictions.12

8 Conclusion

A critical question facing emerging markets with large swaths of the population entering the formal

financial system is how these new clients will receive good information on how to make financial

11See appendix for the proof that prices increase.
12It is important to note that the Indian insurance industry is characterized by significant barriers to entry, including

licensing restrictions and capital requirements, as well as scale economies.
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decisions. Clearly, the private sector will be important in educating new investors and providing

suitable products. Recent events in developed economies suggest that regulation or improved

consumer awareness may be necessary to ensure that the private sector’s own incentives do not

compromise the quality of financial decisions made by private individuals. This issue is of particular

importance in emerging markets where new investors have little experience with formal financial

products to begin with.

In this paper, we show that whole life insurance is economically inferior to a combination

of investing in savings accounts and purchasing term insurance. Despite the large economic losses

associated with investing in whole insurance we find that life insurance agents overwhelmingly

encourage the purchase of whole insurance.

We then use an audit study to test two types of predictions emerging from recent theoretical

models on commissions and financial advice. The first prediction is that agents will have an

incentive to recommend more expensive, less suitable, products to consumers. Throughout our

three experimental designs, we find that life insurance agents rarely recommend term insurance.

Even in audits where there should be no commitment savings motivation, we still find agents

predominantly recommend whole insurance.

We also find that agents cater to customers’ pre-conceptions of what the right product is

for them as much (if not more) than to objective information about what the right product is.

This suggests that, at least in our sample, agents do not actively try to de-bias customers. This

result holds even in the case where an agent has an incentive to de-bias the customer because a de-

biased customer would purchase a higher commission product. These results suggest that relying

on competition to de-bias consumers of their mis-conceptions may not lead to markets that inform

consumers.

We find that government underwriters are much more likely to recommend the dominated

product. We view the government underwriter result as important. Government ownership is some-

times advanced as a solution to market failures, yet in this setting, agents representing government

underwriters, in particular the Life Insurance Company of India, were much less likely to recom-

mend a suitable product.

We then proceed to test predictions on how changes in the regulatory and market structure

can affect advice given by financial agents.
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We test the theoretical mechanism that competition amongst agents can lead to better advice.

As mentioned above, the first order fact seems to be that competition does not suffice to motivate

agents to provide good advice in this context. In an experiment,we find that increasing the apparent

level of competition does lead to the agent attempting to de-bias the customer by offering term

insurance. This also suggests that encouraging customers to shop around when looking for consumer

financial products may be a simple way to improve the quality of advice provided by agents.

In another experiment we find that requiring disclosure of commissions on one particular

product led to that product being recommended less. This result is interesting in that it suggests

that hiding information may be an important part of life insurance agents’ sales strategy, and that

disclosure requirements can change the optimal strategy of agents. In this case it appears that the

disclosure requirement on one product simply had the effect of pushing agents to recommend more

opaque products. These results suggest that the disclosure requirements for financial products need

to be consistent across the menu of substitutable products.

Lastly we find that agents who signal sophistication by demonstrating some knowledge of

insurance products get better advice. Auditors that stated they had a deep understanding of

insurance products were 10 percentage points more likely to receive a recommendation that included

term insurance. This result suggests that the worst educated may suffer most from commission-

motivated sales behavior. Further, it suggests that agents may play an important in helping

financial firms discriminate between sophisticated and unsophisticated consumers, which can be

valuable if unsophisticated consumers can be persuaded to purchase dominated products.

We present an equilibrium model where a dominated financial product, such as whole insur-

ance, could persist. The key ingredients of this model are the existence of at least some customers

who can be persuaded to purchase the dominated product; competition amongst firms leads to

agents being paid higher commissions to sell the product, and the higher commissions are passed

on to unsophisticated consumers through higher prices. We believe that this type of model may have

wider applicability across a range of settings where customers are uninformed about the suitability

or value of products.

We believe our study opens some important questions for further research. First, how effective

is the persuasive power of agents? How important are behavioral biases such as loss aversion and

exponential growth bias in driving demand for a dominated product? In the spirit of Bertrand and

30



Morse (2011), could consumers be debiased? The answers to these have important implications for

optimal regulatory policy and household financial decision-making.
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10 Appendix

11 Model of a Dominated Financial Product

11.1 Monopolist Insurance Company

The monopolist has three possible options. One option is to offer only term insurance. If he chooses

this option he chooses prices and commissions to maximize:

max
{pt,ct}

s(pt − ct − k)(α− pt) + ct(pt − ct − k)(α− pt)

The first order condition with respect to price pt is (s+ct)(pt−ct−k)(−1)+(s+ct)(α−pt) = 0,

which simplifies to pt = α+k+ct
2 . The first order condition with respect to ct is (s + ct)(pt − α) +

(αpt−αk−p2t−ctα+kpt+ctpt) = 0. Solving this system of equations yields the solution ct = α−k−2s
3

and pt = 2α+k−s
3 . Note that we need s ≤ α−k

2 to guarantee that commissions are non-negative (this

condition also guarantees that prices are non-negative).13

The monopolist’s second option is to offer both term and whole insurance. This option

essentially constitutes price discrimination, where low prices and zero commissions are associated

with term insurance for sophisticated consumers, and high prices and commissions are associated

with whole insurance and unsophisticated consumers. The firm will pay zero commissions for the

sale of term insurance; paying commissions does not increase demand but it does increase costs.

The monopolist firm chooses the term insurance price pt to maximize s(pt − k)(α − pt). The first

order condition for pt is α − 2pt + k = 0. The firm will choose to charge a price α+k
2 for term

insurance. Total profits from the sale of term insurance will equal s(α−k)2
4 .

The firm will pay positive commissions for the sale of whole insurance, because demand is

increasing in commissions. The firm maximizes the total profit function from selling whole insurance

to unsophisticated customers: cw(pw − k − cw)(α − pw). The first order condition with respect to

price is cwα − 2pwcw + cwk + c2w = 0. The first order condition with respect to the commission

level cw is cw(pα− kα− 2cα− p2 + pk + 2cp) = 0. Solving these two first order conditions we find

that the firm will set the whole insurance price (pw) equal to 1
3(2α+ k) and will pay commissions

13Intuitively, this condition rules out a situation where there are a large number of sophisticated consumers and
thus the firm would choose to pay negative commissions (i.e. force agents to pay the firm for selling to sophisticated
consumers). If commissions were negative, agents would have no incentive to sell insurance in this model.
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1
3(α− k).

We now show that when both products are offered and prices and commissions are chosen

separately for each, that the price of term insurance will be higher than the price of whole insurance:

α+ k

2
<

1

3
(2α+ k)

This expression can be simplified to α > k, which must be true for their to be any positive

demand for either insurance product. Thus, the monopolist will always choose higher prices for the

whole insurance product versus the term insurance product. Intuitively, the monopolist pays higher

commissions on whole insurance to attract consumers, and then passes on those commissions as

higher prices. Total profits from the sale of whole insurance under the price discrimination strategy

is (α−k)3
27 . Total profits from the strategy of offering both term and whole products is s(α−k)2

4 + (α−k)3
27 .

The monopolist’s third option is to offer only whole insurance. The sophisticated types never

buy this, and the chosen pw and cw would be equivalent to those in Case 2. Thus, the firm can

always add term insurance paying zero commissions and increase its profits. Thus, the monopolist

firm will never offer only whole insurance.

We now show that the monopolist firm will always choose to offer both products as opposed to

offering just term insurance. Intuitively, the monopolist can offer term and whole insurance products

to price discriminate amongst the two types of consumers. In this case, price discrimination takes

the form of offering higher commissions for sales of whole insurance to unsophisticated customers,

and commissions equal to zero for sales of term insurance to sophisticated customers. We begin

by showing that the profits from term consumers will always be lower when only term insurance is

offered versus when both term insurance and whole insurance are offered.

The total profits from selling term insurance when both products are offered is s(α−k)2
4 . The

total profit from sophisticated consumers when only term insurance is offered is s[13(2α+ k − s) −
1
3(α− k − 2s)][α− 1

3(2α+ k − s)]. We wish to show that:

s(α− k)2

4
> s[

1

3
(2α+ k − s) − k − 1

3
(α− k − 2s)][α− 1

3
(2α+ k − s)]

(α− k)2

4
>

1

9
(α− k + s)2
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Taking the square root of both sides we have α−k
2 > 1

3(α−k+s) which simplifies to α−k
2 ≥ s.

Note that this is the same condition we needed to guarantee that commissions and prices are

positive. Thus, the profits from selling to sophisticated consumers will be higher when both term

and whole insurance products are offered, with different commissions and prices, then when term

is sold to all customers.

We now show that the profits from unsophisticated consumers are also higher when the

price discrimination strategy is followed. The profits on unsophisticated consumers under the price

discrimination strategy are (α−k)3
27 . The total profits from unsophisticated consumers when only

term insurance is offered are [13(α− k − 2s) − 1
3(α− 2s)][α− 1

3(2α− s)]. Simplification shows that

the price discrimination strategy yields higher profits as long as 3(α− k) + 2s > 0, which must be

true as both α− k and s are non-negative.

Thus, we have shown that a monopolist firm will choose to sell both term and whole insurance,

at different prices, to sophisticated and unsophisticated customers respectively. We have also shown

that the monopolist will choose higher prices and commissions for whole insurance than for term

insurance.

11.2 Two Competing Insurance Companies

The setup of this problem is defined in the Conclusion and Discussion section of the main text. We

first solve for firm i’s optimal behavior given firm j’s possible behavior. Suppose firm j only offers

whole insurance paying commission cj and charging price pj . In this case firm i will always choose

to sell both whole and term insurance. If he chose to sell only one of these products, he could

increase his profits by entering the term insurance market as a monopoly provider. Thus, there

cannot be an equilibrium where both firms only sell either only term insurance or whole insurance.

Now suppose firm j offers both term and whole insurance. We show that there is one possible

equilibrium in this case. Bertrand competition in the market for term insurance gives a Nash

equilibrium pi,t = pj,t = k. In the term insurance market prices get driven down to marginal cost.

Competition in the market for term insurance leads to lower prices, as sophisticated consumers are

not persuaded by commissions in their decisions to purchase insurance products.

We now solve for a Nash equilibrium in the market for whole insurance. A price and com-

missions pair (c∗1, p
∗
1, c
∗
2, p
∗
2) is a Nash equilibrium in the market for whole insurance if (c∗i , p

∗
i ), for
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each firm i, solves the following problem (we suppress w subscript, but the commission and price

term refer to whole insurance):

max
ci,pi

(ci − bc∗j )(pi − k − ci)(α− pi)

The first order condition with respect to pi can be simplified to: 1
2(pi−k+bcj). The first order

condition with respect to ci an be simplified to c∗i = 1
2(pi − k + bcj). Solving these two equations

in two unknowns we find that firm i’s optimal choices given firm j’s choices are: c∗i =
α−k+2bcj

3 and

p∗i = 1
3(2α + k + bcj). In a Nash equilibrium, firm j plays the same best responses given firm i’s

behavior, and thus we have: c∗j =
α−k+2bc∗i

3 and p∗j = 1
3(2α+ k + bc∗i ).

Solving this system of equations we find that the Nash equilibrium commissions are c∗i =

c∗j = α−k
3−2b , and the Nash equilibrium prices are p∗i = p∗j = (2−b)α+(1−b)k

3−2b . Note that for commissions

and prices to be positive we need b ≤ 3
2 .

It is clear from the expression c∗i = c∗j = α−k
3−2b that the level of commissions paid will increase

in the degree to which the insurance products compete with each other (b). We now show that

prices are also increasing in b. We wish to show that the derivative of the expression for equilibrium

prices with respect to b is greater than zero:

(3 − 2b)−1(−α− k) − (3 − 2b)−2((2 − b)α+ (1 − b)k) > 0

This expression can be simplified to α > k, which must be true for there to be any positive

demand for the insurance product.
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Figure 1 plots the fraction of agents each week recommending ULIP products to our mystery 

shoppers. The day the reform went into effect, July 1, 2010, is indicated by a red line.       
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Number of

Audits Auditors Agents

Panel A: Competition (City #1)

By need, belief, and source of beliefs (competition)

Need Term Bias Term Recommendation from other Agent 61 4 57

Need Term Bias Term Recommendation from friend 65 4 61

Need Term Bias Whole Recommendation from other Agent 57 5 53

Need Term Bias Whole Recommendation from friend 75 4 70

Need Whole Bias Term Recommendation from other Agent 77 4 70

Need Whole Bias Term Recommendation from friend 77 4 71

Need Whole Bias Whole Recommendation from other Agent 68 4 62

Need Whole Bias Whole Recommendation from friend 77 5 73

Total
a

557 304

Panel B: Disclosure Experiment (City #2)

By timing and whether auditor inquired about commission

Ask about commission Pre-Disclosure Requirement 82 4 67

Ask about commission Post-Disclosure Requirement 61 3 58

Do not ask about commission Pre-Disclosure Requirement 67 4 54

Do not ask about commission Post-Disclosure Requirement 47 3 40

Total
a

257 198

Panel C: Sophistication Experiment (City #2)

By level of sophistication

Low level of sophistication 114 7 110

High level of sophistication 103 6 103

Total
a

217 209

Table 1: Audit Counts

Table 1 contains audit counts from our three experiments, disaggregated by treatment combinations.  The first column provides the total 

number of audits for each treatment combination, the second column provides the total number of auditors involved for each treatment 

combination, and the final column provides the number of distinct agents visited for each treatment combination. Quality of Advice refers 

to the experiment where we varied the auditor's needs, beliefs, and the source of their beliefs (competing agent or friend). Disclosure refers 

to the experiment where we varied whether the auditor made a disclosure inquiry, both before and after the mandatory disclosure law, to test 

the law's effect on agent behavior. Sophistication refers to the experiment where we varied the auditors' expressed financial sophistication. 

a) Since agents may have been visited by more than one auditor, the number of agents visited is less than the total number of audits. 



Quality of Advice Disclosure Sophistication

LIC Underwriter 0.73 0.50 0.69

(0.44) (0.50) (0.46)

Audit Location

    Agent Home 0.18 0.14 0.12

(0.39) (0.34) (0.33)

    Agent Office 0.12 0.72 0.55

(0.33) (0.45) (0.50)

    Auditor Home 0.01 0.06 0.03

(0.09) (0.23) (0.18)

    Auditor Office 0.01 0.02 0.18

(0.12) (0.12) (0.39)

    Other Venue 0.68 0.07 0.11

(0.47) (0.26) (0.31)

    Audit Duration 37.13 37.58 33.22

(10.22) (15.88) (12.58)

Recommendations:

    Only Whole 0.81 0.25 0.75

(0.39) (0.43) (0.43)

    Only Term 0.03 0.01 0.14

(0.17) (0.09) (0.35)

    Only ULIP 0.08 0.71 0.16

(0.27) (0.45) (0.37)

    Any Whole 0.90 0.27 0.82

(0.30) (0.44) (0.38)

    Any Term 0.13 0.01 0.22

(0.33) (0.11) (0.42)

    Any ULIP 0.10 0.72 0.18

(0.30) (0.45) (0.38)

Observations 557 257 217

Table 2: Summary Statistics From Audits

Table 2 presents summary statistics from our three experiments. Quality of Advice refers to the 

experiment where we varied the auditor's needs (savings vs. risk), beliefs (whole vs. term) and 

the source of their beliefs (competing agent or friend). Disclosure refers to the experiment where 

we varied whether the auditor made a disclosure inquiry, both before and after the mandatory 

disclosure law, to test the law's effect on agent behavior. Sophistication refers to the experiment 

where we varied the auditors' expressed financial sophistication.  Note that "LIC" refers to the 

Life Insurance Corporation of India, a government-owned insurance company that has the largest 

share of insurers in the country.   



Term Whole Term Whole Friend Agent Inquiry No Inquiry Low High

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Government Underwriter 0.82 0.79 0.79 0.82 0.80 0.82 0.50 0.55 0.72 0.71

LIC Underwriter 0.74 0.73 0.71 0.76 0.73 0.74 0.48 0.52 0.68 0.70

Agent is Male 0.84 0.84 0.86 0.83 0.84 0.84 0.88 0.93 0.89 0.93

Agent Dress (1-simple to 5-sophisticated) 4.07 4.03 4.05 4.05 4.11 3.98 ** 3.60 3.53

Physical Quality of Office (1-low to 5-high) 4.18 4.19 4.13 4.23 4.19 4.18 3.57 3.69

Audit Location

    Agent Home 0.19 0.18 0.17 0.19 0.16 0.21 0.17 0.10 * 0.11 0.14

    Agent Office 0.13 0.11 0.12 0.12 0.13 0.11 0.69 0.75 0.53 0.58

    Auditor Home 0.00 0.02 ** 0.01 0.01 0.01 0.01 0.06 0.05 0.04 0.03

    Auditor Office 0.01 0.01 0.01 0.02 0.02 0.01 0.00 0.04 ** 0.18 0.18

    Other Venue 0.67 0.68 0.69 0.66 0.69 0.66 0.08 0.06 0.15 0.07 *

Audits 280 277 258 299 294 263 143 114 114 103

*** p<0.01, ** p<0.05, * p<0.1

Table 3: Tests of Randomization 

Table 3 presents summary statistics from our three experiments disaggregated by treatment.  They are used to perform randomization checks, univariate regressions (with robust 

standard errors) of the treatment on each independent variable.  Significant differences are denoted by asterisks. Quality of Advice refers to the experiment where we varied the 

auditor's needs (suitability ), beliefs (bias) , and the source of their beliefs, competing agent or friend (competition ). As mentioned in Table 1, Disclosure refers to the experiment 

where we varied whether the auditor made a disclosure inquiry, both before and after the mandatory disclosure law, to test the law's effect on agent behavior. Sophistication refers 

to the experiment where we varied the auditors' expressed financial sophistication. Note that "Government Underwriter" includes LIC, State Bank of India (SBI), United Trust of 

India (UTI), and the Industrial Development Bank of India (IDBI).

Quality of Advice Disclosure Sophistication

Bias Treatment

Suitability 

Treatment

Competition 

Treatment



(1) (2) (3) (4) (5) (6) (7) (8)

Bias=Term 0.096 *** 0.105 *** 0.019 * 0.022 ** 0.131 ** 0.125 ** -0.013 -0.019

(0.029) (0.028) (0.011) (0.011) (0.060) (0.058) (0.050) (0.045)

Need=Term 0.116 *** 0.126 *** 0.015 0.019 * 0.170 ** 0.177 ** 0.002 -0.005

(0.032) (0.031) (0.011) (0.011) (0.075) (0.075) (0.051) (0.048)

(Bias=Term)*(Need=Term) 0.021 0.006 0.053 * 0.049 * 0.055 0.051 0.043 0.038

(0.057) (0.055) (0.030) (0.028) (0.128) (0.127) (0.065) (0.060)

Government Underwriter -0.121 *** -0.017 -0.222 ** -0.039

Audit Location

(0.039) (0.021) (0.094) (0.050)

    Agent Home 0.012 -0.021 -0.069 -0.113

(0.047) (0.027) (0.105) (0.071)

    Auditor Home -0.132 -0.018 -0.499 * -0.673

(0.105) (0.026) (0.282) (0.517)

    Auditor Office 0.329 ** 0.206 0.315 -0.554 ***

(0.155) (0.140) (0.250) (0.212)

    Other Venue -0.018 -0.018 -0.081 -0.122 **

(0.041) (0.022) (0.089) (0.052)

Auditor Fixed Effects No Yes No Yes No Yes No Yes

Observations 557 557 557 557 538 538 540 540

Robust standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1.

Any Term Only Term Ln(Coverage) Ln(Premium)

Table 4 reports regressions where the dependent variables are the (exclusive) presence of term insurance in the agent’s recommendation in columns (1) - (4).    The 

dependent variable is the logarithm of risk coverage recommended in Columns (5) and (6) and of premium amount recommended in Columns (7) and (8) .  The main 

independent variables are whether the auditor expressed a bias for term, whether the auditor expressed a genuine need for term, and an interaction between these two 

variables. The bias for term is expressed through an auditor’s explicit stated preference for term, while a need for term is expressed by the auditor mentioning his/her desire 

to cover risk at an affordable cost (as opposed to the need for whole, which is expressed by wanting to save and invest and not feeling self-disciplined enough to do it on 

one’s own).  Dummy variables for venue location (agent office is the omitted category), whether the agent was selling insurance from a government underwriter, and auditor 

fixed effects are also included in columns (2), (4), (6), and (8). The number of observations in Columns (5) and (6) are less than those in (1) and (2) because agents did not 

recommend specific levels of coverage in 19 audits.

Table 4: Do Agents Cater to Customers Beliefs or Respond to Customer Needs?



(1) (2) (3) (4) (5) (6) (7) (8)

Dependent Variable

Bias=Term 0.105 *** 0.106 *** 0.091 ** 0.090 ** 0.043 *** 0.045 *** 0.026 0.027

(0.028) (0.027) (0.041) (0.038) (0.014) (0.014) (0.018) (0.017)

Need=Term 0.127 *** 0.130 *** 0.067 * 0.068 * 0.042 *** 0.044 *** 0.027 0.029

(0.028) (0.027) (0.038) (0.035) (0.015) (0.014) (0.019) (0.020)

Competition 0.024 0.033 -0.011 -0.008 0.010 0.012 0.000 0.001

(0.028) (0.027) (0.023) (0.024) (0.014) (0.014) (0.006)

(Bias=Term)*Competition 0.011 0.030 -0.013 -0.008

(0.057) (0.056) (0.022) (0.022)

(Need=Term)*Competition 0.111 * 0.135 ** -0.027 -0.023

(0.067) (0.067) (0.019) (0.021)

(Bias=Term)*(Need=Term) 0.062 0.075 -0.006 -0.004

(0.076) (0.071) (0.037) (0.036)

(Bias=Term)*(Need=Term)*Competition -0.095 -0.158 0.125 ** 0.113 **

(0.115) (0.113) (0.059) (0.055)

Government Underwriter -0.122 *** -0.128 *** -0.020 -0.013

Audit Location

(0.039) (0.039) (0.021) (0.020)

Agent Home 0.009 0.002 -0.022 -0.019

(0.047) (0.047) (0.028) (0.027)

Auditor Home -0.138 -0.140 -0.018 -0.015

(0.108) (0.112) (0.029) (0.025)

Auditor Office 0.331 ** 0.332 ** 0.207 0.202

(0.156) (0.158) (0.139) (0.137)

Other Venue -0.020 -0.028 -0.022 -0.016

(0.040) (0.040) (0.023) (0.022)

Auditor Fixed Effects No Yes No Yes No Yes No Yes

Observations 557 557 557 557 557 557 557 557

Robust standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1.

Recommended Any Term Recommended Only Term

Table 5 reports regressions where the dependent variables are the (exclusive) presence of term insurance in the agent’s recommendation.   The main independent variable is competition (the 

main effect and the interactions with bias and need), which is signaled in an audit in two ways: first, by the auditor mentioning meeting with other providers and second, by the auditor stating a 

preference based on advice from another agent. Dummy variables for venue location (agent office is the omitted category), whether the agent was selling insurance from a government 

underwriter, and auditor fixed effects are also included in even-numbered columns

Table 5: Does the Presence of Competition Improve Agent Advice?



Overall Pre-Regulation Post-Regulation Difference

LIC Underwriter 0.50 0.44 0.58 0.15 ***

Audit Location

(0.50) (0.50) (0.50) (0.06)

    Agent Home 0.14 0.09 0.19 0.10 ***

(0.34) (0.29) (0.40) (0.05)

    Agent Office 0.72 0.75 0.67 -0.09 *

(0.45) (0.43) (0.47) (0.06)

    Auditor Home 0.06 0.07 0.04 -0.04

(0.23) (0.26) (0.19) (0.03)

    Auditor Office 0.02 0.02 0.01 -0.01

(0.12) (0.14) (0.10) (0.01)

    Other Venue 0.07 0.06 0.09 0.03 **

(0.26) (0.24) (0.29) (0.03)

Audit Duration 37.58 36.14 39.56 3.41 ***

(15.88) (14.33) (17.67) (2.07)

Recommendations:

    Only Whole 0.25 0.15 0.39 0.24 ***

(0.43) (0.36) (0.49) (0.06)

    Only Term 0.01 0.01 0.00 -0.01

(0.09) (0.12) (0.00) (0.01)

    Only ULIP 0.71 0.83 0.55 -0.29 ***

(0.45) (0.37) (0.50) (0.06)

    Any Whole 0.27 0.15 0.43 0.27 ***

(0.44) (0.36) (0.50) (0.06)

    Any Term 0.01 0.01 0.01 0.00

(0.11) (0.12) (0.10) (0.01)

    Any ULIP 0.72 0.83 0.56 -0.28 ***

(0.45) (0.37) (0.50) (0.06)

Observations 257 149 108

Table 6: Disclosure Experiment Summary Statistics

Table 6 presents summary statistics from the disclosure experiment disaggregated by timing.  They are used 

to perform a balance check, univariate regressions (with robust standard errors) of the treatment on each 

independent variable.  Significant differences are denoted by asterisks.



(1) (2) (3) (4) (5) (6)

Dependent Variable: Ln(Risk Cover) Ln(Premium)

Sample: All All

Government 

Underwriter

Private 

Underwriter All All

Post Disclosure -0.25 *** -0.19 ** -0.30 ** -0.07 0.15 0.03

(0.09) (0.08) (0.12) (0.08) (0.13) (0.07)

Disclosure Inquiry 0.05 0.02 0.07 0.00 0.02 0.00

(0.06) (0.06) (0.13) (0.05) (0.11) (0.06)

Post * (Disclosure Inquiry) -0.06 -0.02 -0.06 0.07 0.02 -0.01

(0.12) (0.10) (0.17) (0.11) (0.17) (0.09)

Government Underwriter -0.42 *** 0.29 *** 0.01

Audit Location

(0.05) (0.10) (0.05)

    Agent Home -0.01 -0.02 0.07 * 0.06 0.04

(0.08) (0.10) (0.04) (0.12) (0.08)

    Auditor Home -0.02 -0.25 0.03 0.65 * 0.24

(0.11) (0.16) (0.05) (0.37) (0.21)

    Auditor Office 0.18 0.65 *** 0.05 0.62 *** 0.30 *

(0.13) (0.12) (0.05) (0.19) (0.17)

    Other Venue 0.06 0.04 0.06 * 0.07 -0.01

(0.09) (0.13) (0.04) (0.14) (0.07)

Auditor Fixed Effects No Yes Yes Yes Yes Yes

Observations 257 257 134 134 214 214

Robust standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1.

ULIP Recommendation

Table 7: Disclosure Regulations and Product Recommendations

Table 7 reports regressions where the dependent variable is a binary equal to 1 if a ULIP product is recommended for columns (1) -(4).  The dependent 

variable in columns (5) and (6) are, respectively, the logarithm of the risk coverage and premium of the recommended policy.  The ULIP product is the 

product where disclosure of commissions was made mandatory on July 1, 2010.  The main independent variables are whether or not the audit occurred after 

the commissions disclosure law came into effect (post disclosure ), whether or not the auditor made an explicit commission disclosure inquiry , and an 

interaction between these two variables.  Dummy variables for venue location (agent office is omitted), whether the agent is selling insurance from a 

government-owned insurer, and auditor fixed-effects are included in even-numbered columns.



(1) (2) (3) (4) (5) (6) (7) (8)

Sophisticated 0.10 * 0.10 * 0.02 0.03 0.22 * 0.21 * -0.03 -0.06

(0.06) (0.06) (0.05) (0.05) (0.12) (0.12) (0.09) (0.10)

Government Underwriter -0.08 -0.09 -0.25 0.05

Audit Location

(0.07) (0.06) (0.16) (0.10)

    Agent Home 0.10 -0.01 0.21 -0.21

(0.10) (0.06) (0.18) (0.18)

    Auditor Home 0.02 -0.11 ** 0.32 0.03

(0.14) (0.05) (0.29) (0.14)

    Auditor Office 0.13 0.13 0.20 -0.17

(0.09) (0.09) (0.16) (0.13)

    Other Venue -0.01 0.06 -0.17 -0.28

(0.09) (0.09) (0.24) (0.19)

Auditor Fixed Effects No Yes No Yes No Yes No Yes

Observations 217 217 217 217 209 209 209 209

Robust standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1.

Recommended Any Term Recommended Only Term Ln(Coverage) Ln(Premium)

Table 8: Effect of Sophistication on Quality of Advice

Table 8 reports regressions where the dependent variables are the (exclusive) presence of term insurance in the agent’s recommendation.  The main independent variable 

is whether or not the audit is part of the “sophisticated” treatment group.  Sophistication was signaled to the agent by a script in which auditors mentioned how they had 

been shopping around and were aware of the different types of policies (such as ULIPs, term, etc.)  In unsophisticated audits, auditors acknowledged that life insurance 

was complex but admitted to knowing very little about the types of policies.  Dummy variables for auditor identity, venue location, and whether the government 

purveyed/underwrote the insurance policy are also included in the even-numbered columns. 



Panel A: Life Insurance Products

Whole Life Insurance Term Life Insurance

Government and private insurance companies

Government and private insurance 

companies

Specific Plan Example The Whole Life Plan (#2) Amulya Jeevan (#190)

Firm Offering Life Insurance Corporation of India (LIC) Life Insurance Corporation of India (LIC)

Coverage Amount 2,500,000 4,000,000

Premium for 25 year old male Rs. 55,116 Rs. 11,996

Years client pays 47 35

Years policy pays out until death of client, no matter the age 35

Historic bonus percentage 7% (non-compounded) n/a

Panel B: Savings Products

Promised interest rate

Bank Fixed Deposit 8.75%

Government Provident Fund 8%

Panel C: Comparison of Whole Life vs. Term and Fixed Deposit Savings

Whole Life Insurance Term + Savings

Products Purchased

Rs. 2.5m in life insurance at Rs. 55,166 per 

year for 47 years

Rs. 4m of term life insurance for 35 years, 

at annual payments of 11,996 per year for 

35 years. 

Savings deposit of Rs 55,166-

11,996=43,170 per year for 35 years, 

earning 8.75%

Savings deposit of Rs. 55,166 per year 

from years 36-47, earning 8.75%

Value Upon Death (Rs.) Whole Payout Term Payout (if any) + Savings

   Dying at age: 25 2,675,000 4,046,893

35 4,425,000 4,812,490

45 6,175,000 6,583,792

55 7,925,000 10,779,449

65 9,675,000 16,584,940

75 11,425,000 39,271,154

85 13,175,000 91,310,405

Appendix Table A1: Comparison of Whole vs. Term Plus Savings



Bias treatment Bias towards term Bias towards whole

Text of statement “I have heard from [source] that term 

insurance is a really good product.”

“I have heard from [source] that whole 

insurance is a really good product.”

Needs treatment Need term Need whole

Text of Statement “I am worried that if I die early, my wife and 

kids will not be able to live comfortably or 

meet our financial obligations. I want to cover 

that risk at an affordable cost.”

"I want to save and invest money for the 

future, and I also want to make sure my wife 

and children will be taken care of if I die. I do 

not have the discipline to save on my own.”

Competition Treatment High Competition Low Competition

Competition "I have already met with some providers, but 

would like to learn more about the specific 

products your firm offers so I can make a 

comparison" [source] in bias statement is 

“another agent”

"What are the different products that you 

offer?" [source] in bias statement is “friends”

Knowledge treatment Knowledge of Commissions No Knowledge

“Can you give me more information about the 

commission charges I’ll be paying?”

No mention of commission charges

Sophistication treatment Sophisticated Unsophisticated

“In the past, I have spent time shopping for 

the policies, and am perhaps surprisingly 

somewhat familiar with the different types of 

policies: ULIPs, term, whole life insurance. 

However, I am less familiar with the specific 

policies that your firm offers, so I was hoping 

you can walk me through them and 

recommend a policy specific for my 

situation.”

“I am aware of the complexities of Life 

Insurance Products and I don’t understand 

them very much; however I am interested in 

purchasing a policy. Would you help me with 

this?”

Quality of Advice Experiment

Disclosure Experiment

Sophistication Experiment

Appendix Table A2 Text of Treatments
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1. Introduction

The 2008-2009 financial crisis has prompted many questions about the resilience of
the interbank market. Strong growth in the size and density of the interbank network
has made concerns such as "too big to fail" and "too interconnected to fail" widespread.1
However, there is only scarce knowledge of why banks enter into such a high degree of
connectivity in the first place, especially since these connections often include cyclical
liabilities that could potentially be netted out.

The goal of the present paper is to fill this gap in the literature. We develop a model to
show that it can be beneficial for banks to be highly interconnected and even to enter into
cyclical liabilities. We claim that this interbank network serves as an insurance mecha-
nism for a bank’s creditors if they are not already covered by a deposit insurance (such as,
e.g., the FDIC). If a bank failure occurs and there is a non-zero probability that banks will
be bailed out by the government, then connections to other banks (e.g., exposures arising
from credit default swap (CDS) contracts, bonds, and interbank lending), particularly
cyclical liabilities, can actually increase the expected repayment of uninsured creditors.
This can be best understood by considering the option pricing approach to explicit and
implicit loan guarantees. Merton (1977) shows that the value of these guarantees is akin
to a put option. In the case of a bank failure such circular lending activities increase
the benefit from this option. This incentivizes banks to be highly interconnected, which
implies that many cyclical liabilities occur.2 We also show that, due to the high intercon-
nectedness, banks are incentivized to invest in correlated assets, thereby increasing the
likelihood of a joint default. Banks’ risk-shifting incentives increase with their interbank
exposure and interconnectedness as well. Therefore, our model helps explain why banks
invested in risky correlated investments (e.g., US subprime loans) in the run-up to the
financial crisis.

Due to the high interconnectedness and resulting cycle flows (i.e. cyclical liabilities),
banks are lending to and borrowing from each other large amounts leading to an increased
leverage of each bank, without necessarily altering the aggregate relationship between the
banking sector and the ultimate creditors or depositors (Shin (2009); Adrian and Shin
(2011)), and high systemic risk. However, systemic risk is not only arising from the
interconnectedness of banks but can also result from a "joint failure risk arising from the
correlation of returns on the asset side of bank balance sheets" (Acharya (2009, p. 225)).
We show that the mechanism presented in this paper provides an incentive for banks to
increase both types of systemic risk. Moreover, we investigate the interaction between
these two sources of systemic risk and show that they cannot be considered individually.

The rest of the paper is organized as follows. Section 2 provides an overview of the
related literature. Using a simple example, Section 3 presents our main argument, that
due to a positive bailout probability, cyclical liabilities lead to higher expected repayments
for uninsured creditors. Section 4 develops our main model and provides implications for

1See Minoiu and Reyes (2011), who explore the properties of the global banking network during
1978-2010 and assess its dynamics during financial crises.

2Among others, Takács (1988) proves that the expected number of cycle flows increases with the
density of the network
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the investment behavior of banks. Section 5 shows that interbank connections can lead
to risk shifting. Section 6 provides two extensions to our main model. First, we extend
our model to a three-region economy and compare different network structures. Second,
we introduce risk aversion and show that our main results are not affected. Section 7
concludes.

2. Related Literature

Several empirical papers find that the global banking network has a very high den-
sity and a high degree of concentration. Using locational statistics from the Bank for
International Settlements on exchange-rate adjusted changes in cross-border bank claims,
Minoiu and Reyes (2011) analyze the global banking network and find that, besides a
high network density, there exists a positive correlation between network density and the
circularity of liabilities (measured by the network’s clustering coefficient). Kubelec and
Sá (2010) use a cross-country panel dataset of 18 countries to investigate the development
of the global financial network over time. They show that the interconnectivity of the
global financial network has increased significantly over the past two decades. In line with
our results, they find that the global financial network is characterized by a large number
of small links and a small number of large links and that the network has become more
clustered.

Using micro-level data from Loan Analytics, Hale (2011) shows that in the years
2002-2006 (i.e., before the crisis) the global banking network was characterized by an
increasing number of banks, an increasing number of connections between banks, and an
increasing number of countries in which banks participate in the global banking network.
Moreover, the author finds that this network expansion was mainly driven by a higher
interconnectedness of existing banks rather than the entrance of new banks into the global
network. This supports our idea that banks were highly connected across countries in the
run-up to the financial crisis. Similar evidence can be found for national interbank markets
(Wells (2004); Mueller (2006); May et al. (2008)).

Furthermore, there is also a very high interconnectedness in other interbank markets
besides the traditional interbank lending market. For example, BIS 2011 shows that banks
also have very high cross-exposures due to derivative contracts (mainly CDSs), since banks
that sell CDSs in turn also purchase them to hedge their risk. This reduces their net
exposure but increases the amount of cyclical liabilities substantially. The extent of these
cyclical liabilities can easily be seen from exposure data provided by the International
Swaps and Derivatives Association.3 Comparing the net and gross notional amounts
of outstanding CDSs on European sovereign debt shows that the gross is often more
than 10 times larger than the net amount. These hedging activities, which in turn entail
enormous levels of gross exposure, build up huge counterparty risks. Hence, as the default
of AIG demonstrates, as soon as the chain of bilateral netting breaks down, gross exposure
becomes net exposure.

3See http://www.isdacdsmarketplace.com/exposures_and_activity/top_10_cds_positions
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Our paper is also related to several strands of the theoretical literature. First, it adds
to the literature on liquidity and interbank markets. Pioneering work in this area has
been accomplished by Bhattacharya and Gale (1987), who show that banks can co-insure
each other through an interbank market against liquidity shocks as long as these shocks
are not perfectly correlated. This theme has been taken on by many other papers. For
example, Freixas and Holthausen (2005) analyze the scope for international interbank
market integration when cross-border information about banks is less precise than home
country information. Here, banks can cope with these shocks by investing in a storage
technology or can use the interbank market to channel liquidity. Allen et al. (2009) show
that the interbank market is characterized by excessive price volatility if there is a lack of
opportunities for banks to hedge aggregate and idiosyncratic liquidity shocks. A recent
paper by Castiglionesi et al. (2011) shows that there exists a negative relation between
a bank’s activity in the interbank market and its bank capital because it is optimal for
banks to postpone payouts to investors when they are hit by liquidity shocks that cannot
be co-insured in the interbank market, in which case interbank activity is low.

In addition, our paper is related to the literature on financial contagion. In Section
6.2 we incorporate our modeling idea into a model setup originally proposed by Allen
and Gale (2000). This framework is used by many papers (e.g. Brusco and Castiglionesi
(2007), Leitner (2005) and Freixas et al. (2000)). Therefore, we show that the results
we find in our main model under the assumption of risk neutrality remain valid when
incorporated into a setup of the type proposed by Allen and Gale (2000) and Brusco and
Castiglionesi (2007). Similar to these papers, we see the interbank market as an insurance
mechanism. In these previous studies, the interbank market is supposed to insure banks
against liquidity shocks that result from depositors already withdrawing their money in
an intermediate period. In our setting an additional insurance mechanism results from
the fact that if a bank is connected to other banks, the expected repayment to uninsured
creditors increases in case the bank defaults. This is because even if this specific bank is
not bailed out, there nevertheless exists a positive probability that the next bank in the
chain will be. If markets have reached a high network density with high capital flows,
implying that many and large cycle flows exist, then ultimately the failing bank will
receive funds from banks it is connected to if they are bailed out.

Similar to our model, Castiglionesi and Navaro (2010) use a banking network with
core and periphery banks (uninsured creditors) that differ with respect to their inter-
connectedness (and investment risk) and establish conditions under which fragility is an
optimal feature of financial networks. Cukierman and Izhakian (2011) develop a micro-
founded general equilibrium model of the financial system composed of ultimate borrow-
ers, ultimate lenders, and financial intermediaries and investigate the impact of bailout
uncertainty on leverage, interest rates, the volume of defaults, and the real economy. Our
approach differs from theirs in that we start by assuming a fixed bailout probability and
investigate how it affects the expected repayment uninsured creditors receive from a bank
(and hence the interest rate the bank is able to pay uninsured creditors) under different
network structures. David and Lehar (2011) also present a mechanism that incentivizes
banks to create cyclical liabilities. In the case where banks have perfect information about
the interbank network and the liabilities of all banks, cyclical liabilities can act as a com-
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mitment device to facilitate mutual private sector bailouts. In contrast, we investigate the
effect of possible government bailouts on the incentives of banks to create such liabilities.

Lastly, our paper relates to the literature on bank bailouts. Acharya and Yorulmazer
(2007) focus on whether governments have an incentive to bail out banks ex post if they
engaged in herding behavior ex ante. Diamond and Rajan (2002) show that bailouts alter
available liquidity in the economy and distinguish between well-targeted bailouts (which
can be beneficial) and poorly targeted ones that can lead to a systemic crisis. Gorton
and Huang (2004) argue that there is a potential role for governments to provide liquidity
through, for example, bank bailouts to reduce the problem of agents hoarding liquidity
inefficiently.

3. Main Idea

To illustrate our main idea, we use a very simple framework similar to that of Rotem-
berg (2011). We assume that the interbank market consists of a few core banks and some
uninsured creditors (e.g., mutual funds, bondholders, regional banks). One of the core
banks has an investment project that costs one unit in the first period and generates a
return R > 1 in the second period with probability λ and a return of zero otherwise.
The only source of capital to fund this project is to borrow from the uninsured creditors.
In return for the initial funding, the bank must repay RD to its uninsured creditor. All
parties are risk-neutral.

We develop the intuition of our model in two steps. First, we discuss a situation
without network connections to other core banks. At t = 0 the bank (BA) borrows one
unit from the uninsured creditor (C) and invests in a project (P ). In the second period,
the cash flow from the project is realized. If the project is successful, the bank receives
an amount R and is able to fully repay its uninsured creditor. If the project fails and the
bank is not bailed out, the uninsured creditor receives no repayment. Conversely, if the
government bails out the bank (i.e., takes over the bank and settles all its liabilities), the
creditor again receives his full repayment (see Figure 1).

Figure 1: Capital flows without interbank market and zero bailout probability
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Figure 2: Capital flows with interbank market and bailout

In a second step we allow the bank to establish an interbank network at t = 0 by
lending one unit of capital that, for example BA receives from its uninsured creditor in a
circular way. To be precise, bank BA lends one unit of capital to bank BB, which in turn
lends it to bank BC , from which the capital flows back to BA and is then invested into the
project. For now, we assume that banks BB and BC do not have any other investments.
We relax this assumption in the next sections. Moreover, for ease of illustration, we
assume that the gross interest rate on the interbank market is RD as well. If the project
is successful, BA receives the project return R and uses it to settle its liabilities with BC .4
After receiving the payment from BB it repays its uninsured creditor. If the project fails,
bank BA defaults since it cannot repay its creditors. If the government steps in and bails
out bank BA, both the uninsured creditor of BA and bank BC receive their full repayment
RD, implying that all claims are settled in this case. If the government refuses to bail
out BA, BC defaults as well. Now the government (not necessarily the same one as in the
case of BA, since BC may be established in another country) must decide whether to bail
out BC . If it does, it takes over BC and settles its liabilities. Therefore BB receives RD

from BC and hence BB can pay back its debt to BA. However, BA has total liabilities
of 2RD and is therefore still unable to meet all its obligations. Consequently, the funds
BA received from BB must be divided among the creditors of BA, that is, the uninsured
creditor of BA, on the one hand, and BC , on the other hand.

The common procedure in bankruptcy proceedings is for debt to be paid back on a
pro rata basis once a default occurs. Therefore, each creditor receives 1

2
RD. Since the

government takes over BC , it receives this amount. However, it has to pay RD to bail
out the bank and hence records a loss of 1

2
RD. The case where BC is not bailed out but

4Throughout the paper we assume that, as soon as there exists a clearing payment vector, the banks
use this vector to settle all liabilities in the network. This no longer holds if the sequence of payments is
chosen in a less sophisticated manner. In this case, banks can still default, even though there is enough
liquidity in the system to settle all claims. However, this would only reinforce our mechanism, since it
would increase the value of the government’s implicit guarantee.
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BB is can be described analogously. The corresponding cash flows (in case the project
fails and one of the other banks is bailed out) are presented in Figure 2. Hence, in case
there is a positive probability of a government bailout if a bank defaults, the bank can
considerably increase the expected repayment of its uninsured creditor by first channeling
funds through the interbank market and only lending them out to the ultimate borrower
afterwards. This is because the uninsured creditor receives a positive repayment as soon
as at least one of the banks is bailed out.

If the bank has the bargaining power, creditors will demand a lower interest rate (risk
premium) given the existence of an interbank network (the participation constraint of
uninsured creditors is already binding for lower values of RD) which considerably reduces
the bank’s borrowing cost. This in turn leads to higher profits for the bank, which can
help explain the comparatively high return-on-equity ratios of banks. If, on the other
hand, the uninsured creditor has the bargaining power, he will increase his expected
repayment by increasing RD until the participation constraint of the owners of the bank
is just binding. Furthermore, creditors will only deposit money in banks that are part of
an interbank network, since the expected repayment in this case is higher than when the
bank is not connected to others via an interbank market.

Note that the described mechanism can be reinforced by channeling more than one unit
of capital through the interbank market. For example, this can be realized by repeating
the circular lending procedure a couple of times (e.g., K repetitions lead to an interbank
network exposure of K). This increases the expected repayment to the uninsured creditor
even further. Moreover, it is easy to see that the expected repayment to the uninsured
creditor can also be increased by increasing the number of banks in the interbank network.

4. The Main Model

Having described the main mechanism we now formalize our idea and develop our
main model. We consider an economy that consists of two dates t = 0 and t = 1
and two different regions, A and B (which can be interpreted as, e.g., two different
countries). Each region is comprised of a continuum of identical banks. We assume that,
due to competition, all banks adopt the same behavior and can thus be described by a
representative bank (protected by limited liability). The representative bank in region A
(B) is denoted by BA (BB). In line with Allen and Gale (2000), these banks can establish
an interbank market (network) by exchanging an arbitrary amount of interbank deposits
K at t = 0 in return for a payment of KRD at t = 1. This is a simplified approach to
model the cycle flows that otherwise result from a high degree of market density.5

Furthermore, we assume that there exists an uninsured creditor (endowed with c units
of capital at date t = 0) and one investor who provides equity financing to the bank in
each region. Creditors are denoted CA and CB in regions A and B, respectively. This

5Note, however, that there exists some anecdotal evidence from German Landesbanks that even this
kind of bilateral circular lending exists on the interbank market. For example, a 2006 report by Fitch
describes that after the abolition of the explicit state guarantee, Landesbanks bought bonds from each
other in large amounts, thereby creating "cyclical liabilities" bilaterally.
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contract takes the form of a standard debt contract; that is, it cannot be made contingent
on either the realization of the investment or the realization of the state of nature. Lastly,
we consider a government in each region. All actors are risk neutral.

We consider a situation where each bank has access to two investment possibilities in
two different industries (denoted 1 and 2), as in Acharya and Yorulmazer (2007). Both
investments need an initial amount of capital o which is normalized to one. One can
think of these investment opportunities as portfolios of loans to firms in one of the two
industries. More precisely, bank BA (BB) can lend to firms in industry A1 or A2 (B1 and
B2). If in equilibrium banks decide to lend to firms in the same industry, that is, they
either lend to A1 and B1 or to A2 and B2, then the returns of their loan portfolios are
assumed to be perfectly correlated (ρ = 1). However, if they decide to invest in different
industries, we assume that the returns are uncorrelated (ρ = 0).

The investment opportunities are only available at date t = 0. Both portfolios generate
a return of R with probability λ or a return of zero with probability (1 − λ) at t = 1.
Note that we assume that the investment opportunity has a positive net present value
(NPV), that is, λR > 1, and that λ ≥ 1/2. The latter can be motivated by considering
the Value at Risk constraint of the Basel Accord, which states that banks must choose a
minimum quality for their loan portfolio to limit their default probability. Consequently,
the decision in which industry to invest only affects the correlation of returns, but not
their magnitude. This structure allows us to determine whether interbank connections
incentivize banks to invest in correlated investments.

Finally, to model risk-neutral investors we follow Allen and Gale (2005) and Brusco
and Castiglionesi (2007) in that we assume that the equity investor IA (IB) in region A
(B) is endowed with e units of capital at t = 0 and has no endowment at date t = 1. He
can use his endowment for either consumption or to buy bank shares. In the latter case
the investor is entitled to receive dividends at t = 1 (denoted by d1). His utility is then
given by

u(d0, d1) = d0λR + d1

Since an investor can obtain a utility of eλR by immediately consuming his initial en-
dowment (consumption at t = 0 is denoted by d0), he has to earn an expected return
of at least λR on his invested capital in order to give up consumption at date t = 0.
By investing an amount e0 at t = 0, the equity investor obtains a lifetime utility of
(e − e0)λR + d1. Hence, he will only buy bank shares if the expected utility from doing
so is higher than the utility he would get from immediately consuming his endowment,
that is, if (e− e0)λR+ E[d1] ≥ eλR. This leads to the following participation constraint
for investors:

E[d1] ≥ λe0R

Under the assumption of perfect competition in the banking market (i.e., creditors have
all the bargaining power), this constraint will be binding. Hence, the total amount of
funds provided to the bank is given by c + e = o = 1. Due to the prevailing capital
structure of banks, we assume that c > e, that is, that the bank has more debt than
equity.
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The timing of our model is as follows:

Investors provide equity eo
Banks exchange K
Banks raise debt capital c
Banks invest in loan portfolio

t = 0

Cash flows are realized
Governments decide on bailouts

t = 1

If both investments are successful, the banks are able to settle their interbank claims,
repay the uninsured creditors, and pay the investors a positive dividend. If, however,
the investment of one or both banks fails, either one or both banks may not be able to
meet their liabilities and will consequently default. In case of a default we assume that
there is a positive probability α that the government of the respective country will step
in and bail out the bank, that is, take over the bank and repay all its liabilities.6 It
would be reasonable to assume that α is initially increasing in the interconnectedness
of the bank (too interconnected to fail), its balance sheet size (too big to fail) and the
number of failing banks (too many to fail). However, as soon as the bank reaches a
critical size, it becomes "too big to save" and therefore its bailout becomes impossible
and α drops to zero. Since we want to isolate the direct effect that cycle flows have on
the expected repayment of uninsured creditors, we assume that the bailout probability
is not increasing in either the balance sheet size of the bank or its interconnectedness or
the number of failing banks. Making the bailout probability increasing with one of these
factors would reinforce our results, since this gives banks an incentive to increase their
interconnectedness even further. However, we capture the argument of being too big to
save by assuming that the bailout probability becomes zero as soon as a bank’s balance
sheet exceeds a critical threshold L >> R.7 If the bank’s size reaches this threshold, the
government will no longer be able to provide enough capital to bail it out. Therefore, α
becomes:

α =

{
αB if (c+K)RD ≤ L
0 if (c+K)RD > L

Consequently, the payments to the uninsured creditors and investors depend on the
performance of the loan portfolio and on whether a bank is bailed out if a default oc-
curs. As described in the previous section, we can derive our results no matter which
party (i.e., creditors or banks) has the bargaining power. To ensure consistency with our

6This is a simplification, since the bailout probability for different banks is probably correlated. How-
ever, for our mechanism to work, it is sufficient that the bailout probabilities are not perfectly correlated.
This is certainly true if the banks are established in different countries. Furthermore, the recent crisis,
the bailout of Bear Stearns, and the default of Lehman Brothers show that bailout decisions are also not
perfectly correlated within the same country.

7This assumption is supported by the findings of Acharya et al. (2011). These authors show that
financial sector bailouts and sovereign credit risk are linked. On the day of the announcement of large
bailouts, the CDS spreads on government bonds rose significantly. If a government has to spend very high
amounts to rescue a bank, it becomes virtually impossible to obtain funding for this bailout at acceptable
terms. Thus, once a bank is too large, it can no longer be rescued.
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extension that considers risk-averse creditors, we assume here that the creditors have all
the bargaining power. Due to perfect competition in the banking sector, this implies that
banks seek to maximize the repayment of uninsured creditors by choosing the parameters
RD, ρ, and K. Having described the setup, we now return to our main questions in this
section: Which level of interconnectedness do banks choose and do they prefer to invest
in correlated assets?

Both aspects are important to consider, since they both increase systemic risk. On the
one hand, interconnectedness leads to systemic risk resulting from spillover effects that are
transmitted through the interbank market (even without correlation on the asset side of
the banks’ balance sheet). On the other hand, even without being interconnected, corre-
lation increases systemic risk due to possible joined bank failures. The following analysis
investigates the interaction between these two sources of systemic risk and determines
how interconnectedness influences the banks’ investment decision, that is, whether they
invest in correlated loan portfolios. To analyze this issue we derive the highest expected
repayment banks can achieve with an investment correlation of zero and one, respectively.
Then we compare the resulting repayments to determine which of the two yields a higher
return for uninsured creditors.

4.1. Positively Correlated Investments
Consider first the situation where bank investments are perfectly positively correlated,

that is, ρ = 1. In this case there are five different outcomes (depending on the success of
the investments and whether the banks are bailed out or not), depicted in Table 1.

ρ = 1 Prob. LA LB BA BB CA CB IA IB
S1 λ S S N N cRD cRD R− cRD R− cRD

S2 (1− λ)α2 F F B B cRD cRD 0 0

S3 (1− λ)(1− α)α F F B N cRD cRD
K

c+K
0 0

S4 (1− λ)(1− α)α F F N B cRD
K

c+K
cRD 0 0

S5 (1− λ)(1− α)2 F F N N 0 0 0 0

Table 1: Capital flows for investment correlation of ρ = 1

Column 1 presents the five different states, while column 2 presents the probability of
each given state occurring. Columns LA and LB show whether the investments of banks
BA and BB are successful (S) or not (F ). Columns BA and BB show whether banks
BA and BB are bailed out by the government (B) or not (N). The columns CA and CB
show the repayment of uninsured creditors, while columns IA and IB show the dividends
the equity holders receive. To understand the cash flows presented in Table 1, first note
that if either both investments are successful (S1) or both banks are bailed out (S2), the
uninsured creditors of both banks will receive their full repayment. These states only
differ with respect to the dividend paid to the investor, since in the case of a bailout the
government takes over the bank and thus has the residual claim. If only one bank is bailed
out (S3 and S4), then the creditor of this bank will receive his full repayment whereas
the creditor of the other bank will receive only a fraction K

c+K
of his claim cRD. Since

the model is symmetric, it is sufficient to focus on the optimization problem of one of the
banks. Hence, we only analyze the behavior of bank BA. Due to perfect competition,
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bank BA wants to maximize the expected repayment to its uninsured creditor CA. Thus,
its optimization problem becomes:

max
RD,K

U1 = λcRD + (1− λ)
[
αcRD + α(1− α)cRD

K

c+K

]
(1)

subject to
E[d1] ≥ λeR

The objective function consists of the following parts: With probability λ the investment
of the bank is successful and creditors receive their contractually specified repayment cRD.
With probability (1 − λ) the investment fails. In this case the return of the creditors
depends on whether the banks are bailed out or not. Specifically, if bank BA is bailed
out (which happens with probability α), the government repays all liabilities and hence
its creditors again receive the full repayment. If, however, the government decides not to
bail out bank BA, the repayment depends on whether bank BB is bailed out (remember
that since investment outcomes are perfectly correlated, bank BB is in default as well).
If bank BB is not bailed out either, the repayment is clearly zero. However, if bank BB

is bailed out, then the government injects funds of RD(c +K). This allows bank BB to
settle all its claims. Therefore, BA receives RDK and has to split these proceeds on a
pro rata basis (it owes money to its uninsured creditor CA and bank BB). Therefore, the
uninsured creditors of bank BA will receive a share c

c+K
of the funds bank BA received

from BB. Furthermore, the binding participation constraint of the equity holder implies

E[d1] = eλR⇒ λ(R− cRD) = e0λR⇒ RD = R

Inserting RD = R into (1) yields the following maximization problem:

max
K

U1 = λcR + (1− λ)
[
αcR + α(1− α)cR K

c+K

]
(2)

Since R and c are given, it will depend on K whether the government will be able to fully
repay the bank’s liabilities in case of a bailout. Let K1 denote the interbank exposure
where the government is just able to repay all liabilities; this will be given by K1 =
L
R
− c. In the following we split the amount of interbank deposits into two intervals. For

K ∈ [0, K1] (government will be able to repay all liabilities and α = αB) the first-order
condition of the objective function becomes

∂U1

∂K
= R

αB(1− αB)(1− λ)c2

(c+K)2
> 0 (3)

If, on the other hand, banks increase their exposure to an even higher level, that is,
K ∈ (K1,∞], then the government will not be able to provide enough funds to settle all
the liabilities of the failed bank and the bailout probability α drops to zero. Hence, the
expected repayment of CA drops to λcR.

Thus, the expected utility of the uninsured creditors is increasing in K as long as
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R(c+K) < L. This implies that banks will choose an amount of interbank deposits K =
K1 such that R(c+K) = L.8 Increasing cross-exposure on the interbank market beyond
this threshold decreases the expected repayment of the uninsured creditor. Therefore, the
highest expected utility for the creditor that can be achieved when choosing a correlation
ρ = 1 is given by

U1 = λcR + (1− λ)
[
αBcR + αB(1− αB)L

cK1

(c+K1)2

]
(4)

Our findings can be summarized in the following corollary.

Corollary 4.1. If banks choose perfectly correlated investments (given a positive bailout
probability), they will increase their interbank exposure up to the threshold K = K1, such
that their total liabilities equal L, that is, to a level that makes it just possible to bail them
out in case of default.

Proof The proof follows from the previous discussion. QED

To understand why it makes sense intuitively to choose such a high level of interbank
deposits, one must consider two opposing effects. On the one hand, higher exposure
increases the funds injected by the government in case of a bailout and hence increases
the funds that can be split among a bank’s creditors. On the other hand, a higher amount
of interbank deposits decreases the fraction that the uninsured creditor of the bank that
is not bailed out receives, since c

c+K
decreases in K. Since the first effect outweighs the

second effect, banks choose the highest possible liabilities L.

4.2. Uncorrelated Investments
We next turn to the case where banks decide to invest in different industries, that

is, ρ = 0. Here, two scenarios must be considered. On the one hand, the interbank
exposure can be chosen such that even if the one bank’s investment is successful but the
other bank’s investment fails, the first bank will be unable to repay its obligations and
hence financial contagion will occur. On the other hand, if the exposure is low enough,
a successful bank will stay solvent no matter what happens to the other bank. Let K∗
denote the "switching point", that is, the level of interbank exposure where a successful
bank will just stay solvent, even if the other bank fails (see the Appendix for the derivation
of K∗). The different possibilities for the cash flows are presented in Tables 2 and 3, where
the notation is as described before. It is crucial to note that the interest rate RD differs
between the two possibilities, since the participation constraint of the equity investors
differs. Table 2 presents the cash flows for K ≤ K∗.

8Due to minimum capital requirements, banks must often back interbank loans with equity capital.
Hence, depending on the risk weights of interbank loans and the banks’ amounts of equity, there may be
an individual upper limit for the banks’ interbank exposure K that prevents banks from increasing their
exposure to K = K1.
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ρ = 0 Prob. LA LB BA BB CA CB IA IB
S1 λ2 S S N N cR1

D cR1
D R− cR1

D R− cR1
D

S2 (1− λ)2α2 F F B B cR1
D cR1

D 0 0

S3 (1− λ)2(1− α)α F F B N cR1
D cR1

D
K

c+K
0 0

S4 (1− λ)2(1− α)α F F N B cR1
D

K
c+K

cR1
D 0 0

S5 (1− λ)2(1− α)2 F F N N 0 0 0 0
S6 λ(1− λ)α S F N B cR1

D cR1
D R− cR1

D 0
S7 λ(1− λ)α F S B N cR1

D cR1
D 0 R− cR1

D

S8 λ(1− λ)(1− α) S F N N cR1
D cR1

D
K

c+K
X0 0

S9 λ(1− λ)(1− α) F S N N cR1
D

K
c+K

cR1
D 0 X0

Table 2: Outcomes for K ≤ K∗, where X0 = R− cR1
D − cR1

D
K
c+K - No contagion

States S1 − S5 parallel the respective outcomes in Table 1. Things differ from the
results of Table 1 if only one investment fails, depending on whether the successful bank
stays solvent (no contagion; see Table 2) or also becomes insolvent (see Table 3). If the
interbank exposure is low enough (K ≤ K∗) such that there is no contagion, then the
successful bank can always fully repay its uninsured creditor, whereas the creditor of the
unsuccessful bank will only receive the full amount if this bank is bailed out (S6 and S7

in Table 2). Otherwise, he will get just a fraction of his repayment (S8 and S9 in Table
2). If, on the other hand, the interbank exposure is higher than the threshold K∗, the
successful bank will not be able to settle its interbank liabilities and, on top of that, will
be unable to fully repay its creditor. Depending on which bank (if any) is bailed out, the
creditors of both the successful and the failed bank receive either their full repayment or
just a fraction (S6 − S13 in Table 3).

ρ = 0 Prob. LA LB BA BB CA CB IA IB
S1 λ2 S S N N cR2

D cR2
D R− cR2

D R− cR2
D

S2 (1− λ)2α2 F F B B cR2
D cR2

D 0 0

S3 (1− λ)2(1− α)α F F B N cR2
D cR2

D
K

c+K
0 0

S4 (1− λ)2(1− α)α F F N B cR2
D

K
c+K

cR2
D 0 0

S5 (1− λ)2(1− α)2 F F N N 0 0 0 0
S6 λ(1− λ)α S F N B cR2

D cR2
D R− cR2

D 0

S8 λ(1− λ)(1− α)α S F B N cR2
D cR2

D
K

c+K
0 0

S9 λ(1− λ)(1− α)2 S F N N R c+K
c+2K

R K
c+2K

0 0

S10 λ(1− λ)α F S B N cR2
D cR2

D 0 R− cR2
D

S12 λ(1− λ)(1− α)α F S N B cR2
D

K
c+K

cR2
D 0 0

S13 λ(1− λ)(1− α)2 F S N N R K
c+2K

R c+K
c+2K

0 0

Table 3: Outcomes for K > K∗ - Contagion

In a next step we must compare the expected repayments of the uninsured creditor in
these two scenarios, that is, K ≤ K∗ and K > K∗. To do so, we first derive the precise
values of R1

D and R2
D from the binding participation constraint of the equity holder. If

K ≤ K∗, we obtain from the constraint E[d1] ≥ eλR

λ2(R− cR1
D) + λ(1− λ)

[
α(R− cR1

D) + (1− α)
(
R− cR1

D − cR1
D

K
c+K

)]
≥ (1− c)λR

⇒ R1
D = R c+K

c+2K−K[λ+(1−λ)α]

The interest rate R1
D is decreasing in the interbank exposure K since, due to an increased

K, a higher fraction of the investment return is paid from bank BA to BB and thus creditor
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CB receives a higher repayment. This reduces the dividend payment of IA. Hence, to
satisfy the investor’s participation constraint, R1

D must be reduced. Furthermore, R1
D

is increasing in the success probability λ, the bailout probability α, and the investment
return R. The success probability λ increases the probability that the equity investor will
receive a dividend payment. Hence, a lower dividend payment is sufficient to satisfy his
participation constraint. An increase in the bailout probability α makes the bailout of the
other bank more likely in case of default. This increases the probability that the investor
will receive the full dividend payment R− cR1

D.
Furthermore, the interest rate R1

D depends on the amount of debt borrowed from the
uninsured creditors. Consider, for example, bank BB. If this bank increases c, CB is
entitled to a higher fraction of the bank’s liquidation value. Hence, the fraction paid back
into the interbank market is lower. This reduces the dividend payment equity investor IA
receives and thus the interest rate R1

D must be reduced. If, on the other hand, bank BA

increases c, investors have to invest less equity and the interest rate R1
D can be increased.

Conversely, if K > K∗, we obtain

λ2(R− cR2
D) + λ(1− λ)α(R− cR2

D) ≥ (1− c)λR

⇒ R2
D = R

(
λ+ (1− λ)α− (1− c)

c[λ+ (1− λ)α]

)
(5)

Therefore, as soon as K > K∗, a change in K does not alter the dividend payment to IA
and hence no longer changes the interest rate R2

D. For the same reasons as for R1
D, R2

D

is increasing in the success probability λ, the bailout probability α, the debt amount c,
and the investment return R. Given our assumptions on λ, c, and e, we can make sure
that 0 < R2

D < R. Plugging the value of R1
D (since we approach K∗ from below) into the

formula for K∗ in equation (33) (see the Appendix) yields

K∗ =
c(1− c)

λ+ (1− λ)α− 2(1− c)

Hence, to obtain a positive interbank exposure K for which the successful bank stays
solvent (in case one bank is successful and the other is not), it must hold that λ+(1−λ)α−
2(1 − c) > 0. Otherwise, we can restrict our analysis to the case K > K∗. Therefore, if
the investment correlation is zero, the overall utility of the uninsured creditors (depending
on the amount of interbank deposits) is

U0(K ≤ K∗) = [λ+ (1− λ)α]cR1
D + (1− λ)(1− α)[λ+ (1− λ)α]cR1

D

K

c+K
= [λ+ (1− λ)α]cR

U0(K > K∗) =
[
α(1 + λ) + λ2(1− 2α)− α2λ(1− λ)

]
cR2

D + λ(1− λ)(1− α)2R

+ α(1− λ)(1− α)cR2
D

K

c+K

We now have to compare the utility of the creditors for the different levels of interbank
deposits. In the Appendix, we formally show that banks have an incentive to choose a
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level of interbank deposits K0 =
L
R2

D
− c in case (c +K∗)R1

D < L. If, on the other hand,
(c + K∗)R1

D ≥ L, banks will be indifferent between all possible interbank exposures in
the interval K = [0, K0]. Hence, if (c +K∗)R1

D < L, the highest expected utility for the
non-insured creditor that can be achieved when choosing a correlation of ρ = 0 is given
by

U0 =
[
α(1 + λ) + λ2(1− 2α)− α2λ(1− λ)

]
cR2

D + λ(1− λ)(1− α)2R

+ α(1− λ)(1− α)L cK0

(c+K0)2

Furthermore, if (c+K∗)R1
D ≥ L, the maximal expected utility becomes

U0 = λcR + (1− λ)αcR

This finding can be summarized in the following corollary:

Corollary 4.2. If banks choose uncorrelated investments (given a positive bailout proba-
bility), two scenarios must be considered:

a) If (c + K∗)R1
D < L, banks will increase their interbank exposure up to the threshold

K = K0,

b) If (c +K∗)R1
D ≥ L, banks will be indifferent between all possible interbank exposures

in the interval K = [0, K0].

Proof See the Appendix. QED

Hence, intuitively, two cases must be distinguished. On the one hand, the level of inter-
bank exposure above which contagion occurs may be low enough so that the bank can
be bailed out ((c + K∗)R1

D < L). Then it is always optimal to increase the interbank
exposure K to a level that just enables the government to bail out the bank (K = K0),
implying that contagion can occur. This is due to the fact that as soon as the interbank
exposure K exceeds the contagion threshold K∗, a change in K no longer alters the in-
terest rate R2

D. Therefore, the only downside for the bank’s creditor in choosing a higher
K is due to the states where only his own bank is successful. In such cases a higher
interbank exposure implies that a higher fraction of the return generated by that bank is
transferred to the creditor of the other bank. However, the creditor benefits in the same
way in case his own bank fails while the other bank is successful. The benefits and costs
of the respective states add up to zero. An additional upside of a higher K results from
the state where both banks fail and the other bank is bailed out (as described in Section
4.1). Taken together, these effects incentivize banks to increase their interbank exposure
up to K0.

If, on the other hand (c +K∗)R1
D ≥ L, the banks are unable to choose an interbank

exposure that leads to contagion and at the same time allows the government to bail out
the bank (K ≤ K0 < K∗). In this interval for K, equity investors receive a dividend
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payment whenever their own bank is successful. This payment, however, only depends
on the interbank exposure if the other bank fails and is not bailed out. In this state, if
K is increased, R1

D must be reduced. Consequently, this effect will reduce the creditor’s
expected repayment. However, there is also a countervailing effect if the bank increasesK.
Due to the effect previously described, an increase in K increases the expected repayment
to the creditor in cases where his own bank fails but the other bank is either successful
or bailed out. These two effects offset each other such that the expected repayment to
the uninsured creditor is not influenced by the choice of the interbank exposure in the
interval K ≤ K0 < K∗.

4.3. Comparison of Correlated and Uncorrelated Investments
What remains is to show under which correlation structure uninsured creditors receive

a higher expected repayment. In the Appendix we formally prove that U1 > U0 will always
hold, implying that banks will always choose investments that are perfectly correlated.
This main finding can be summarized in the following proposition.

Proposition 4.3. If banks are connected via an interbank market and there is a non-zero
bailout probability, it is optimal for them to invest in correlated assets. Moreover, they
have an incentive to increase their interbank exposure until their total liabilities equal L,
that is, the highest amount that still allows the bank to be bailed out.

Proof See the Appendix. QED

To understand why this result holds, first note that the contractually specified repayment
R2
D is lower if investments are uncorrelated (since R2

D < R). This is because the investor
has a lower probability of receiving a dividend payment if investments are independent.
Hence, a higher dividend amount (and thus a lower contractually specified repayment for
the creditor) must be paid to satisfy the investor’s participation constraint. Moreover,
the probability of receiving the full repayment is lower as well, if investments are uncorre-
lated. Furthermore, the lowest positive repayment the creditors can receive is higher with
perfectly correlated investments (this lowest repayment occurs with the same probability
under either correlation structure). Finally, if investments are uncorrelated, there is an
additional "intermediate" state in which the creditor receives only a fraction of his re-
payment (again as in the case of a zero bailout probability). These three effects together
more than offset the fact that a zero repayment is more likely (occurs with probability
(1 − λ)(1 − α)2 compared to (1 − λ)2(1 − α)2) if investments are perfectly correlated.
Hence, these three effects dominate the diversification effect that results from investing
in different industries, which is why banks prefer to invest in correlated loan portfolios.

In this section we demonstrate that banks always have an incentive to increase the
interbank exposure until the government is just able to bail them out. The benefit of
being connected to other banks can be further enhanced by choosing correlated assets.
This gives banks an incentive to herd. We can thus provide an additional explanation for
the herding behavior of banks besides the effect discussed by Acharya and Yorulmazer
(2007). In their paper correlated investments increase the bailout probability of each
bank. Even if we abstract from the fact that correlated investments increase the bailout
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probability, we find an additional incentive for herding behavior. Hence, the mechanism
described in this paper leads to an overall increase in systemic risk that results from both
interconnectedness as well as herding behavior.

Given that it is optimal for banks to invest in correlated portfolios to maximize their
creditors’ repayment, we henceforth restrict our analysis to the case where banks invest
in correlated investment portfolios.

5. The Interbank Network and Risk Shifting

After showing that it is optimal for banks to invest in correlated investments, we now
use this finding and consider the impact of interbank connections on the incentive of banks
to engage in risk shifting. To model the riskiness of the investment decision, we consider
two assets: a risk-free storage technology that transfers one unit of wealth today into one
unit of wealth tomorrow, and a risky negative NPV investment that generates a return
RN > 1 with probability λN < 1 such that λNRN < 1. As in the previous section, banks
get c from uninsured creditors and e from equity holders such that c+ e = 1. Depending
on the asset the bank invests in and given that there is no bailout possibility, it can offer
creditors either a repayment of c (if it invests in the safe asset) or cRN

D with probability λN
and RN

D ≤ RN if it invests in the risky negative NPV asset. The promised repayment RN
D

results from the binding participation constraint of the equity holder. We assume that
the outside option of the equity holder is now given by the risk-free storage technology.
Therefore the participation constraint becomes

E[d1] = e⇒ λN(RN − cRN
D) = e⇒ RN

D =
λNRN − (1− c)

cλN

Furthermore, since λNRN < 1

RN
D =

λNRN − (1− c)
cλN

<
1− (1− c)

cλN
=

1

λN
⇒ λNR

N
D < 1

We first consider a scenario without a bailout possibility and no interbank network. Here,
it can be easily seen that the expected repayment of the creditors is higher if the bank
invests in the safe asset since

c > λNcR
N
D (6)

Hence, without the possibility of a bailout, banks will always choose the safe investment.
Next we consider the case where the bank has a positive probability of being bailed out
by the government but still no connections to other banks. Now it can become profitable
to switch to the negative NPV investment if the bailout probability is high enough. More
precisely, a bank will switch to the negative NPV investment if the expected repayment
of creditors for this investment is higher than for the safe repayment c. This yields the
condition

λNcR
N
D + (1− λN)αcRN

D > c (7)

Besides the state of nature where the investment is successful, creditors now also receive
the higher return RN

D when the bank is bailed out by the government. The critical α,
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that is, the bailout probability where the bank is indifferent between the two investments
is given by

α∗ =
1− λNRN

D

(1− λN)RN
D

< 1

Hence, for α > α∗ it is always profitable to switch to the negative NPV investment.
Now we again allow the bank to exchange funds with the bank in the other region. As
before, the banks exchange funds K in period 0 in return for a payment of KRN

D at
t = 1. Whether banks will switch to the negative NPV investment again depends on
α. Whenever the expected repayment of the uninsured creditor from investing in the
negative NPV investment opportunity is higher, banks will shift away from the risk-free
investment. Formally, the following condition must be satisfied:

λNcR
N
D + (1− λN)

[
αcRN

D + α(1− α)cRN
D

K

c+K

]
> c (8)

Solving this equation for α yields the critical threshold:

α∗∗ =
c+ 2K

2K
−

√
(c+ 2K)2

4K2
− (c+K)(RN

DλN − 1)

KRN
D(λN − 1)

(9)

We show in the Appendix that the critical α is strictly smaller if a bank is connected
(i.e., K > 0) to another bank on the interbank market, that is, α∗ > α∗∗. Hence, the
critical threshold α is lower once a bank enters into connections with other banks. Put
differently, a lower bailout probability is sufficient to make the bank switch to the negative
NPV investment. The positive bailout probability can turn a negative NPV investment
into a positive NPV investment from the perspective of the uninsured creditors since they
will receive the high repayment with a higher probability. This effect is reinforced once
the bank is connected to another bank if this other bank has a positive bailout probability
as well. Our results are summarized in the following proposition.

Proposition 5.1. The more interconnected a bank becomes, the lower the critical bailout
probability that makes it profitable for the bank to engage in risk shifting, that is, to switch
to negative NPV investments

Proof See the appendix. QED

Risk shifting thus becomes more attractive for banks since the downside risk is limited by
two factors. First, the downside risk is limited by the positive bailout probability because
creditors receive their full repayment after the bank is bailed out. Second, the interbank
connection further reduces the downside risk, since it adds an additional state where the
creditor receives a positive repayment. These two effects turn a negative NPV investment
into a positive NPV investment (from the perspective of the uninsured creditors).

Taking the results of Sections 4 and 5 together may help explain why many banks
invested in highly correlated low quality assets in the run-up to the financial crisis (e.g.,
subprime loans). Section 4 shows that interbank connections incentivize banks to invest

18



in highly correlated portfolios because they benefit from defaulting in states where the
banks they are connected to default as well. This section additionally shows that, given
that banks prefer correlated investment projects, interbank connections make risk shifting
(i.e., investing in low quality assets rather than safe assets) more attractive (as long as
there is a positive probability that defaulting banks are bailed out). Hence, one reason
for the observed investment behavior prior to the financial crisis may be that the high
interconnectedness of large banks incentivized them to invest in highly correlated low
quality assets.

6. Extensions

6.1. Three Region Economy
So far we have assumed that the economy consists of only two regions. This gave

banks an incentive to increase the funds exchanged, K, in period 0 up to K1. Now we
want to focus on whether the benefits from taking advantage of the bailout possibility
have an influence on the interbank network size and structure. In particular, we analyze
the change in the expected utility of the creditors after an additional bank is added to the
interbank network. Furthermore, we analyze whether the creditors derive a higher utility
if the network is directed or bidirected (see Figure 3).

Figure 3: Interbank network structures

Afterwards we investigate how the desired network structure changes if we relax the
assumption that the governments in each region (country) can provide exactly the same
amount of bailout funds. To derive these results, we extend our model to a three region
economy (A, B, and C) and start the analysis by checking whether this improves the
expected repayment of the uninsured creditors. First, we examine a directed interbank
network. In this case, banks deposit funds K in a neighboring region and receive funds
from another neighboring region in return for a payment ofKRD at t = 1. Since the model
is still symmetric, the expected utility of all uninsured creditors is the same. Hence, it is
sufficient to consider only one specific bank and its creditor. In this setup, the expected
repayment (UDI) of the uninsured creditors in t = 1 becomes

UDI = λcRD + (1− λ)
[
αcRD + (1− α)αcRD

K
c+K

+ (1− α)2αcRD
K2

(c+K)2

]
(10)

To fully capture the respective repayments in the different default states, consider the
view of a creditor of bank BA. If bank BA is bailed out, the creditor receives the full

19



repayment. If bank BA is not bailed out, the repayment of the creditor depends on what
happens to the other banks. If bank BB is bailed out, the creditor receives a fraction K

c+K

of his promised repayment. If bank BB is not rescued but bank BC is, then the creditor
receives a fraction K2

(c+K)2
. Due to the perfect correlation of the banks’ investments, the

binding participation constraint of the equity holders is again E[d1] = λRe, implying
that RD = R. We maintain the assumption of perfect competition, implying that banks
must still maximize the expected repayment of their creditors. Hence, the maximization
problem for a specific bank becomes

max
K

UDI = λcR + (1− λ)
[
αcR + (1− α)αcR K

c+K
+ (1− α)2αcR K2

(c+K)2

]
(11)

Again, we split the amount of interbank deposits into two intervals. In the interval
K ∈ [0, K1] the government will be able to bail out the bank and repay all liabilities.
Hence, for this interval, α = αB and the derivative of the objective function becomes

∂UDI
∂K

= (1− λ)(1− αB)αBcR
[

c

(c+K)2
+ (1− αB)

2cK

(c+K)3

]
> 0 (12)

Thus, increasing K again enhances the expected utility of the creditor in this interval. If,
on the other hand, banks increase their exposure even more, that is, K ∈ (K1,∞], the
bailout probability α drops to zero. Hence, the expected repayment to CA drops again
to λcR. Thus, in the three region case with a directed interbank network, the expected
utility of the uninsured creditors is increasing in K as well, as long as R(c + K) < L.
This implies that banks will choose the same amount of interbank deposits K = K1 as in
the two region case. Therefore, the highest expected utility that can be achieved is

UDI = λcR + (1− λ)

[
αBcR + (1− αB)αBcR K1

c+K1

+(1− αB)2αBcR K1
2

(c+K1)2

]
(13)

= λcR + (1− λ)

[
αBcR + (1− αB)αBL cK1

(c+K1)2

+(1− αB)2αBL cK1
2

(c+K1)3

]
(14)

Comparing the maximal expected utility of the creditor in a three bank interbank market
(see equation (14)) with the two bank case, where the bank in region A is only connected
to one other region (see equation (4)), one can easily see that the expected utility increases
if the bank is connected to more banks. Since in the three region case each bank is now
linked to two other banks (instead of only one other bank) the expected repayment of the
uninsured creditors increases. Moreover, the repayment of creditors is again increasing
in the interbank exposure K. Therefore, banks will prefer to be connected to two banks
instead of only one.

We now consider a bidirected interbank network structure, that is, a structure where
each bank has bilateral exposure to all other banks. Since the model is still symmetric, we
again restrict our analysis to bank BA and its creditor. Table 4 summarizes the possible
states for this network structure. If the investments are successful, all banks are able to

20



settle their liabilities and no default occurs (S1). Hence, the uninsured creditor receives
cRD and the investor receives a dividend R−RD. If the investment fails, the repayment to
the uninsured creditors depends on whether the banks are bailed out or not. Several cases
must be considered here. If BA is bailed out by the government (states S2 to S4 and state
S6), creditor CA receives the full repayment. If, however, only one or both of the other
banks (BB and BC) are rescued, the creditor of bank BA will receive only a fraction of the
contractually specified repayment. In case both other banks are bailed out, each receives
an amount (c+ 2K)RD from its respective government. Therefore, they are able to fully
repay their creditors and settle their interbank claims. Hence, bank BA receives KRD

from BB and BC , respectively, that is, 2KRD in total. Since the bank’s total liabilities
are (c+2K)RD > 2KRD, it must split these funds on a pro rata basis among its creditors.
Consequently, the uninsured creditor of bank BA who holds a fraction c

c+2K
of the total

liabilities receives a total payment of cRD
2K
c+2K

. The remaining funds are paid back to the
other banks.

ρ = 1 Prob. L BA BB BC CA IA
S1 λ S N N N cRD R− cRD

S2 (1− λ)α3 F B B B cRD 0
S3 (1− λ)(1− α)α2 F B B N cRD 0
S4 (1− λ)(1− α)α2 F B N B cRD 0

S5 (1− λ)(1− α)α2 F N B B cRD
2K

c+2K
0

S6 (1− λ)(1− α)2α F B N N cRD 0

S7 (1− λ)(1− α)2α F N B N cRD
K

c+K
0

S8 (1− λ)(1− α)2α F N N B cRD
K

c+K
0

S9 (1− λ)(1− α)3 F N N N 0 0

Table 4: Capital flows in a bidirected connected interbank network

We now discuss the states where only one bank receives funds from its government,
that is, states S7 and S8. The symmetry of our model framework allows us to focus
on state S7, since the cash flows in S8 can be derived analogously. To derive the exact
repayment the uninsured creditor of bank BA receives, we proceed in several steps. First,
we determine the total amount of funds channeled through bank BA during the repayment
process. Since bank BA is in default and funds are again split on a pro rata basis, the
uninsured creditor receives a fraction of c

c+2K
of every unit of capital that arrives at bank

BA. The solution strategy is thus as follows: We start by tracking all funds injected into
the financial system by the governments and follow these funds until they arrive at bank
BA for the first time. In a next step, we examine the funds that are paid back into the
financial system and arrive again at bank BA. The last step is necessary since capital
flows are exchanged continuously between banks BA and BC . Note that since bank BB

is bailed out, all its liabilities are settled and hence all funds that arrive at bank BB stay
there.

Next we return to a detailed description of state S7. In state S7 only bank BB is
bailed out and thus receives funds of (c+2K)RD, which is sufficient to settle all liabilities,
implying that banks BA and BC both receive KRD. A fraction K

c+2K
of these funds KRD

that bank BC receives are passed on to bank BA. Hence, bank BA receives an amount
KRD(1+

K
c+2K

) in the first round. As described above, a fraction c
c+2K

is directly paid to
the uninsured creditor, whereas each of the other banks receives a fraction K

c+2K
. However,
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a fraction of the funds that go to bank BC flows back to bank BA. This implies that a
fraction K2

(c+2K)2
is returned to bank BA after the next cycle flow. After these funds arrive

at bank BA, the same flows occur again. This yields a capital flow to creditor CA, that
can be expressed as a geometric series:

KRD

(
1 +

K

c+ 2K

) ∞∑
i=0

(
K

c+ 2K

)2i
c

c+ 2K
= KRD

(
1 +

K

c+ 2K

)
c

c+ 2K

= cRD
K

c+K
(15)

As already discussed, state S8 can be described analogously, implying that the creditor of
bank BA receives the same repayment in this state. Therefore, the expected repayment
(UBI) of the uninsured creditors in t = 1 can be written as

UBI = λcRD + (1− λ)
[
αcRD + (1− α)α2cRD

2K

c+ 2K
+ 2(1− α)2αcRD

K

c+K

]
(16)

Again, the participation constraint of the investors implies that RD = R. Due to the fact
that UBI is increasing in K until the total liabilities of the bank are equal to L, the banks
will again choose K = KBI , where KBI =

L
2RD
− 1

2
c such that (c + 2K)RD = L. Hence,

the maximal expected utility for the uninsured creditor in a bidirected interbank market
is

UBI = λcR + (1− λ)
[
αBcR + (1− αB)α2

BcR
2KBI

c+ 2KBI

+ 2(1− αB)2αBcR
KBI

cKBI

]
(17)

Now we can compare the highest possible expected utility for creditors in a directed
versus a bidirected interbank network. Comparing equations (13) and (17) shows that
banks can maximize the expected repayment of their non-insured creditors by trying to
establish large directed cycle flows within the interbank market instead of just creating
bilateral exposure with other banks. This result can be summarized in the following
proposition.

Proposition 6.1. If all governments can spend equally high amounts for a bailout pro-
gram, banks in a three region economy are incentivized to create large directed cycle flows
instead of bilateral exposures.

Proof See the Appendix. QED

This result also makes sense intuitively. To make as much use as possible of the bailout
possibility, banks prefer being part of a long cycle flow instead of lending money only
bilaterally. Thereby, they can benefit to a larger extent from the bailout of any of the
banks that are part of the cycle. However, this mechanism only works if a bank can be
sure that the other banks will continue to create this large cycle and not start to exchange
funds bilaterally.
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In a next step, we relax the assumption that the governments in the respective regions
can provide the same amount of bailout funds and show how this influences the utility
maximizing network structure. Therefore, we assume from now on that there is a different
critical threshold L for each government (due to different country sizes) where banks
become too big to save and therefore the bailout probability decreases to zero. Without
loss of generality, we assume that country A can provide more bailout funds than country
B, which in turn can provide more than country C. Hence, in the following we assume
that LA > LB > LC .

In the beginning of this section, we show that the expected repayment of the uninsured
creditor is maximized if banks establish a directed interbank network. However, here a
directed interbank network is only utility enhancing until bank BC reaches a balance
sheet size of LC , which happens at an interbank exposure of KC where KC = LC

2R
− 1

2
c.

Exceeding this threshold would reduce the bailout probability of bank BC to zero. Hence,
if BC ’s balance sheet exceeds LC , the expected utility for creditor CC becomes

UC
DI(K > KC) = λcR + (1− λ)

[
(1− α)αcR K

c+K
+ (1− α)2αcR K2

(c+K)2

]
(18)

Note that this is only true as long as the other two banks are still not too big to save. One
can see directly from (18) that the expected repayment of CC is smaller for K > KC than
for an interbank exposure of K = KC . Therefore, bank BC does not have an incentive
to accept additional funds from other banks as soon as it reaches an interbank exposure
of KC . However, at this point banks BA and BB would still be able to increase their
interbank exposure to a certain extent without immediately becoming too big to save.
Since BC is not willing to borrow any additional funds on the interbank market, the only
option to increase the interbank exposure of BA and BB is to lend and borrow bilaterally.
Now we must check whether this enhances the expected repayment of creditors CA and
CB.

Since an additional bilateral interbank exposure between BA and BB does not alter
the cash flows that are induced by the directed interbank network created by banks BA,
BB, and BC , we can consider the bilateral exposure between BA and BB in isolation.
This added value of bilateral exposure was already discussed in Section 4. Therefore,
we can conclude that banks BA and BB lend to and borrow from each other until bank
BB becomes too big to save as well. Hence, if governments differ in their ability to
bail out banks, banks have an incentive to first establish a connected directed interbank
network that includes all banks. As soon as some banks become too big to save they stop
their borrowing and lending activities on the interbank market. The remaining banks
(which are not yet too big to save) then continue to increase their interbank exposure by
establishing directed capital flows between each other. This leads to an interbank network
of very high density where the degree centrality of banks is increasing in their size, that
is, bigger banks are more connected than smaller banks. Furthermore, our model predicts
that larger banks tend to be established in countries with higher bailout possibilities.
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Proposition 6.2. If governments differ in their ability to bail out banks, the density of
the interbank network will become very high and the degree centrality of banks will increase
in their balance sheet size. Furthermore, large banks will be mainly established in countries
with higher bailout possibilities.

Proof Omitted.

Finally, we relax the assumption that the bailout probability α is not increasing in the
interconnectedness of the bank (too interconnected to fail) or in its balance sheet size
(too big to fail). As already noted, this reinforces the incentive for banks to have a
high interbank exposure K. Furthermore, banks now have the incentive to channel funds
through banks that have a very high probability of being bailed out in case of default,
which in turn increases the bailout probability of these banks even more. This mechanism
may lead to the core bank system that is present in almost all countries and often accounts
for the large majority of the total interbank lending.

6.2. Risk Averse Creditors
From now on we allow uninsured creditors to be risk averse (in line with the literature

on interbank networks and financial contagion, e.g., Allen and Gale (2000) and Brusco
and Castiglionesi (2007)). Here, the interbank market not only is present for the reasons
discussed in the previous sections, but also allows banks to co-insure against regional
liquidity shocks as in Allen and Gale (2000). We show that even if the interbank market
has a different reason to exist, our main mechanism is still present. Specifically, we show
that banks have an incentive to increase their interbank exposure beyond the level that
would be sufficient to perfectly co-insure against liquidity shocks. Our economy in this
section now consists of three dates t = 0, 1, 2 and, again, two regions A and B, each with a
continuum of identical banks that all adopt the same behavior and can thus be described
by a representative bank (protected by limited liability). Furthermore, there are now n
ex ante identical uninsured creditors and again one risk-neutral investor. Creditors have
Diamond-Dybvig (1983) preferences, that is,

U(c1, c2) =

{
u(c1) with probability ωi (early creditors)
u(c2) with probability 1− ωi (late creditors)

where the utility function u(·) is defined for non-negative numbers, strictly increasing,
strictly concave, and twice continuously differentiable and satisfies Inada conditions. Each
creditor is endowed with one unit of capital at date t = 0. Of the n creditors in each
region there are nie early creditors and nil late creditors. Thus ωi ≡ ni

e

n
represents the

fraction of early creditors, where ωi can be either high or low (ωH > ωL). There are two
equally likely states S1 and S2. At date t = 1 state-dependent liquidity preferences are
revealed (see Table 5).

Each region has the same ex ante probability of facing a high liquidity shock. A
creditor’s type is private information and the proportion of early creditors in the whole
economy is given by γ = ωH+ωL

2
. Thus, there is no aggregate uncertainty. At t = 1 all

liquidity-related uncertainty is resolved and creditors learn their type.
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There are two types of investment opportunities: a risk-free, liquid type and a risky,
illiquid one. The risk-free asset is a storage technology that transfers one unit of capital
at a certain period into one unit of capital in the following period. The illiquid asset is
only available at date t = 0 and generates a return of either R > 1 with probability λ or
zero with probability (1 − λ) at date t = 2 for each unit of capital invested. Note that
we again assume that the illiquid asset has a positive NPV, that is, λR > 1, and that
investment outcomes are again perfectly positively correlated across regions.

A B
S1 ωH ωL
S2 ωL ωH

Table 5: Liquidity shocks

Since our model now has three dates, the equity investors are entitled to receive
dividends at t = 1 and t = 2. Hence, the investor’s utility is now

u(d0, d1, d2) = λRd0 + d1 + d2

As before, since investors can obtain a utility of λRe by immediately consuming the initial
endowment, they must earn an expected return of at least λR on their invested money to
give up consumption at date t = 0. This leads to the following participation constraint
for investors:

E[d1 + d2] ≥ e0λR

Central Planner Economy
In this economy the Pareto-efficient allocation can be characterized as the solution to

the problem of a planner maximizing the creditors’ expected utility. By pooling resources
the planner can overcome the problem of the regions’ asymmetric liquidity needs. Let y
and x denote the per capita amounts invested in the risk-free and risky assets, respectively.
Furthermore, let c and cRD denote the amounts creditors can withdraw to satisfy their
liquidity needs at date t = 1 and date t = 2, respectively. In this context, RD can
be understood as the interest rate creditors earn by not withdrawing their funds for an
additional period. The planner’s problem can then be written as

max
x,y,c,RD

U = γu(c) + (1− γ)λu(cRD)

subject to
x+ y ≤ n, γ 2nc ≤ 2y, (1− γ) 2ncRD ≤ 2xR,

x ≥ 0, y ≥ 0, c ≥ 0, RD ≥ 0.

The first set of constraints represents budget constraints for periods 0, 1 and 2. Since
optimality requires that the constraints be binding, the optimization problem can be
rewritten as

max
y
γu

(
y

γn

)
+ (1− γ) λu

(
R(n− y)
(1− γ)n

)
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Given the utility function’s properties this optimization problem has a unique interior
solution. The optimal value y∗ ∈ (0, 1) can be obtained from the first-order condition

u′
(
y∗

γn

)
= λRu′

(
R(n− y∗)
(1− γ)n

)
Once y∗ has been determined, we can use the remaining constraints to determine the
optimal values of the other variables. Hence, we obtain

c∗ =
y∗

γn
, R∗D =

R(n− y∗)
(1− γ)nc∗

, and x∗ = n− y∗

Since λR > 1, we can conclude that u′(c) > u′(cRD) and hence RD > 1, implying that
consumption is higher at t = 2 than at t = 1. Consequently, late creditors have no incen-
tive to mimic early creditors. We denote the first-best allocation as δ∗ = (y∗, x∗, c∗, R∗D).

Decentralized Economy with an Interbank Market and No Bailout Possibility
Allen and Gale (2000) show that this first-best allocation can be achieved by allowing

banks in a decentralized economy to co-insure against liquidity shocks. Co-insurance is
possible since the liquidity needs of the two regions are negatively correlated. In contrast
to Allen and Gale (2000), we again allow banks to exchange an arbitrary amount of
deposits K, and not only the amount necessary to achieve first-best. However, we show
that exchanging funds above the level of the first best solution does not increase the
utility of uninsured creditors if there is no bailout possibility. Let k denote the amount
of interbank deposits that is withdrawn by the bank that faces a high liquidity shock at
date t = 1.

Figure 4: Capital flows in the two region economy

The capital flows are depicted in Figure 4. At t = 0 the two banks exchange deposits
K. At t = 1 the bank with the high liquidity shock (BA in Figure 4) withdraws an amount
k from the other bank to satisfy the liquidity needs of its creditors. In the final period
bank BA receives its remaining deposits (K−k) from bank BB and pays back the deposits
that bank BB deposited in bank BA. Additionally, both banks earn a rate of return RD on
these remaining deposits. Furthermore, we assume that contracts again take the form of a
standard debt contract, that is, they cannot be made contingent on either the realization
of the risky asset or the realization of the state of nature. Hence, each bank can offer a
contract δ = (y, x, c, RD, K) to its creditors and the bank in the other region. Now RD

additionally represents the gross return paid on interbank deposits held from t = 1 until
t = 2. With perfect competition in the banking sector, the banks will offer their creditors
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a contract that replicates the first-best outcome. The optimization problem of a bank can
then be written as

max
x,y,c,RD,K,k

U =
1

2
[ωHu(c) + (1− ωH)λu(cRD)] +

1

2
[ωLu(c) + (1− ωL)λu(cRD)] (19)

subject to
ωHnc+ d1 ≤ y + k (20)

ωLnc+ d1 + k ≤ y (21)

(1− ωH)ncRD + d2 +KRD ≤ Rx+ (K − k)RD (22)

(1− ωL)ncRD + d2 + (K − k)RD ≤ Rx+KRD (23)

x ≥ 0, y ≥ 0, c ≥ 0, RD ≥ 0, x+ y ≤ 1 + e0, E[d1 + d2] ≥ λRe0, k ≤ K

Constraints (20) and (21) represent budget constraints at date t = 1 and constraints
(22) and (23) represent budget constraints at date t = 2. As shown by Allen and Gale
(2000), optimality requires that k∗ = (ωH − γ)cn. As long as there is no positive bailout
probability, the actual amount of funds exchanged, K, does not alter the utility of the
creditors as long as K ≥ k∗. This leads to the following proposition.

Proposition 6.3. If there is no possibility for banks to be bailed out and the two repre-
sentative banks exchange an amount K of deposits, then the first-best allocation δ∗ can be
implemented by a decentralized banking system offering standard deposit contracts. More-
over, banks have no incentive to exchange more funds than required to achieve first-best,
that is, they will only exchange k∗ = (ωH − γ)cn.

Proof For the proof of the first part of the proposition we refer to the proof of Propo-
sition 3 of Brusco and Castiglionesi (2007). To see why the second part holds true, that
is, why banks do not exchange more than necessary to achieve first-best, note that opti-
mality again requires the constraints to be binding. Then the amount of funds actually
exchanged, K, drops out of the optimization problem. Hence, the amount that is actu-
ally exchanged does not influence the utility of the creditors. Therefore, banks have no
incentive to exchange more funds than necessary to achieve first-best, which implies that
K = k∗ = (ωH − γ)cn. QED

This result reconfirms the findings of the previous articles by Allen and Gale (2000) and
Brusco and Castiglionesi (2007).

Decentralized Economy with an Interbank Market and Positive Bailout Probability
So far we have assumed that after a bank failure occurs, creditors receive no repayment

in period 2. Now we investigate how the results change if there is the possibility that
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a bank will be bailed out by the government after a default. As before, we assume this
happens with probability α. Therefore, the optimization problem becomes

max
x,y,c,RD,K,k

U =
1

2

ωHu(c) + (1− ωH)

 λu(cRD) + (1− λ)[(1− α)2u(0)
+α(1− α)u(cRD)
+α(1− α)u (cRDθ1) + α2u(cRD)]


+

1

2

ωLu(c) + (1− ωL)

 λu(cRD) + (1− λ)[(1− α)2u(0)
+α(1− α)u(cRD)
+α(1− α)u (cRDθ2) + α2u(cRD)]

 (24)

with
θ1 =

K − k
(1− ωH)nc+K

and θ2 =
K

(1− ωL)nc+ (K − k)
subject to

ωHnc+ d1 ≤ y + k (25)

ωLnc+ d1 + k ≤ y (26)

(1− ωH)ncRD + d2 +KRD ≤ Rx+ (K − k)RD (27)

(1− ωL)ncRD + d2 + (K − k)RD ≤ Rx+KRD (28)

x ≥ 0, y ≥ 0, c ≥ 0, RD ≥ 0; x+ y ≤ 1 + e0; E[d1 + d2] ≥ λRe0; k ≤ K

Equation (24) is the objective function of the optimization problem of the representative
bank in region i. The bank in region i is equally likely to face a high or a low liquidity
shock. If a high liquidity shock occurs in, for example, region A, a fraction ωH of the
creditors will withdraw their funds at t = 1 and the remaining creditors will demand
repayment in t = 2. At t = 2 several cases must be considered. The risky asset yields a
positive return R with probability λ and creditors receive their promised repayment cRD.
If the risky asset yields a zero payoff, the return of the creditor depends on whether the
banks are bailed out or not. If neither of the two banks is bailed out, creditors receive
no payment. If the bank in region A is bailed out, the government steps in and creditors
receive their full repayment cRD. If only the bank in region B is bailed out, bank BA

receives the funds still owed to it by BB (see Figure 4). Since BA has already withdrawn
an amount k at date t = 1 it receives the remaining funds (K − k)RD. Since BA has
two creditors, namely, its uninsured creditor and bank BB, funds are again split on a pro
rata basis. Hence, creditors receive a fraction θ1 of their promised repayment. Finally, if
both banks are bailed out, then creditors again receive the full amount. The second case
(where BA faces a low liquidity shock) can be described analogously.

All constraints are as in the previous section. By examining the optimization problem,
it becomes obvious that the amount of funds exchanged, K, now has an influence on the
utility of the creditors. Although K again drops out of the constraints (optimality again
requires the constraints to be binding), it now also enters the objective function directly
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because it determines the amount that creditors receive in the case of a default if only
one bank (here this would be bank BB) is bailed out. Before the repayment in this state
of nature was zero.

Again, optimality requires that banks choose first-best, that is, k∗∗ = (ωH−γ)cn. Note,
however, that the optimal consumption of creditors (c) changes. Compared to the case
without bailout, creditors now consume less in period 1 and increase their consumption
in period 2 (we formally show this in the Appendix). This also implies that the optimal
amount of funds withdrawn in period 1 is now smaller than in the situation without
bailout. Hence, we obtain the following first-order condition for K:

∂U

∂K
=

1

2
(1− ωH)(1− λ)α(1− α)c2nRD

(1− γ)
(K + cn(1− ωH))2

u′
(
cRD

K − cn(ωH − γ)
K + cn(1− ωH)

)
+

1

2
(1− ωL)(1− λ)α(1− α)c2nRD

(1− γ)
(K + cn(1− γ))2

u′
(
cRD

K

K + cn(1− γ)

)
> 0 (29)

As we can see from the first-order condition, the utility of the creditor is now increasing in
K (i.e., the funds exchanged in period 0), since K increases the amount that the creditor
receives in case of default of the risky asset (although the amount needed to satisfy
the consumption needs of creditors is now actually smaller, banks have an incentive to
increase their interbank exposure). Therefore, banks have an incentive to increase the
amount of interbank deposits and hence their connectivity to a level that exceeds the
first-best solution derived before.

Proposition 6.4. Given a positive bailout probability, banks have an incentive to increase
their interbank exposure beyond the first-best level.

Proof First note that the constraints are the same as in the previous section, where
we excluded the possibility of a bailout. Again, optimality requires that the constraints
be binding, which implies that K drops out of the constraints. Hence, we only have to
examine the objective function. The results follow from the positive derivative of the
creditors’ utility function with respect to K. QED

Hence, even if the interbank market does not exist only as an insurance for non-insured
creditors but also to co-insure against regional liquidity shocks, as in Allen and Gale
(2000), the main mechanism is still present. Therefore, banks are still incentivized to
increase their interbank exposure as long as they are not too big to save (given that there
is a positive bailout probability).

7. Conclusion

This paper sheds light on the puzzle why banks have an incentive to be highly in-
terconnected on the interbank market and why it can be rational to engage in circular
lending activities, although this considerably increases systemic risk and leverage with-
out altering the aggregate relation with the real economy. We show that banks create
these cyclical liabilities because it enables them to make use of the implicit government
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bailout guarantees. Such guarantees shift the probability distribution of the returns of
risky investments and thereby increase the expected repayment of uninsured creditors.
Furthermore, the mechanism we derive in this paper is able to explain why banks choose
correlated investments. Hence, the presented mechanism leads to an overall increase
in systemic risk that results from both interconnectedness as well as herding behavior.
Moreover, we show that interconnectedness incentivizes banks to engage in risk shifting.
Therefore, our model helps explain why banks invested in risky correlated investments
(e.g., US subprime loans) in the run-up to the financial crisis. Finally, we show that the
optimal network structure depends on the amount of funds that is available to bail out
banks in different countries. Our results continue to hold even if we allow creditors to be
risk averse.

Several policy implications can be derived from our results. Generally, each of these
policy implications aims at reducing the banks’ incentive to create high interbank expo-
sures by entering into cyclical liabilities. One of the key topics in the current discussion
in the European Union is the introduction of a financial transaction tax in order to limit
speculative trading activities. Since interconnectedness can not only be created via inter-
bank loans, but also by using derivatives like e.g. CDS, such a tax may be a potential
mechanism to reduce the high interconnectedness and therefore mitigate the systemic risk
problems that result from investing in highly correlated low-quality assets. Similarly, one
can think about increasing the risk weights for interbank loans under the Basel accord
and thereby increase the amount of equity necessary to satisfy minimum capital require-
ments. Currently banks do not have to hold high amounts of capital for most of their
interbank exposure. If interbank loans get a higher risk weight, it may incentivize banks
to reduce their circular lending activities and hence reduce systemic risk in the interbank
market. A third possibility to mitigate the incentives to create large cycle flows would be
the introduction of the widely discussed bank levy. Charging banks with large balance
sheets (that can very well result from high amounts of cyclical liabilities) higher taxes for
their systemic risk can potentially mitigate the incentive to create these large cycle flows
in the first place.
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Appendix

Switching point K∗ in Section 4.2
Here, we will formally derive the critical threshold of interbank deposits K∗ (from

Section 4.2) that just allows a successful bank to stay solvent if the bank it is connected
to defaults and is not bailed out. The critical cases to derive this threshold are those
where only one investment fails and neither of the banks is bailed out, i.e. S9 and S13.
Here, the bank with the successful investment will pay the following amount to the bank
with the failed investment:

min

{
KRD, R

K(c+K)

c2 + 2cK

}
The first term represents the amount the successful bank owes to the failed bank and the
second term results from:

∞∑
i=0

R

(
K

c+K

)(1+2i)

= R
K

c+K

1

1− K2

(c+K)2

= R
K(c+K)

c2 + 2cK

Hence, the failing bank receives either its full repayment (if there are enough funds avail-
able to settle all claims), i.e. KRD ≤ RK(c+K)

c2+2cK
or receives a payment of RK(c+K)

c2+2cK
. The

critical threshold up to which the bank receives its full repayment can be written as:

K∗1RD = R
K∗1(c+K∗1)

c2 + 2cK∗1
⇒ K∗1 =

c(R− cRD)

2cRD −R
(30)

>From (30) we can see that the successful bank can always pay back its liabilities to the
unsuccessful bank as long as R > 2cRD. Thus, it will never default in this case. In what
follows we will focus on the more interesting case where a default is possible depending
on the level of K. Hence, from now on we will assume that R < 2cRD. We next consider
the repayment the uninsured creditor gets from the successful bank. This is given by:

min

{
cRD, R

(c+K)

c+ 2K

}
where the fist term is the total amount owed to the uninsured creditor and the second
term comes from:

∞∑
i=0

R
c

c+K

(
K

c+K

)2i

= R
c

c+K

1

1− K2

(c+K)2

= R
(c+K)

c+ 2K

Hence, as long as K is small enough such that cRD ≤ R (c+K)
c+2K

the successful bank can
fully repay its uninsured creditor. However if K exceeds a critical threshold, the bank
is unable to settle all its claims and can only repay R (c+K)

c+2K
to its creditor. The critical
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threshold is given by:

cRD = R
(c+K∗2)

c+ 2K∗2
⇒ K∗2 =

c(R− cRD)

2cRD −R
(31)

As can be seen from (30) and (31), the thresholds K∗1 and K∗2 are the same. We now turn
to the repayment of the uninsured creditor of the failed bank. This is given by:

min

{
cRD, KRD

c

c+K
,R

K

c+ 2K

}
= min

{
cRD

K

c+K
,R

K

c+ 2K

}
where the first term is again the total amount owed to the uninsured creditor, the second
term is the maximal payment from the bank with the successful investment to the bank
with the failed investment times the fraction the insured creditor gets from this payment,
and the last term comes from:

∞∑
i=0

R
c

c+K

(
K

c+K

)(1+2i)

= R
cK

(c+K)2
1

1− K2

(c+K)2

= R
K

c+ 2K

One can immediately see that the unsuccessful bank can never fully repay its uninsured
creditors. Furthermore, as long as K is small enough such that cRD

K
c+K
≤ R K

c+2K
, the

payment of the unsuccessful bank to its uninsured creditors is cRD
K
c+K

. If K is too high,
the payment is R K

c+2K
. The critical threshold where this switches is given by

cRD
K∗3

c+K∗3
≤ R

K∗3
c+ 2K∗3

⇒ K∗3 =
c(R− cRD)

2cRD −R
(32)

Hence, all three thresholds are the same, which is why we will denote them in the following
by

K∗ ≡ K∗1 = K∗2 = K∗3 . (33)

Therefore, if a specific bank has a successful investment, it is able to settle all its liabilities,
even if the other bank fails, as long as its interbank exposure is K ≤ K∗. This completes
the derivation of K∗.

Proof of Corollary 4.2
We now we have to check whether the expected utility for the uninsured creditor is

maximized by choosing K ≤ K∗ or by choosing K > K∗. For the interval K ∈ [0, K∗] we
know that:

U0(K ≤ K∗) = λcR + (1− λ)αcR

Therefore, the expected utility of non-insured creditors does not depend on the interbank
exposure K. This makes the bank indifferent with regard to the choice of K. For the
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interval K ∈ [K,K0] with K0 =
L
R2

D
− c we know that:

U0(K = K∗) = λcR + (1− λ)αcR
∂U0

∂K
(K∗ ≤ K ≤ K0) = R

α(1− α)(1− λ)c[λ+ (1− λ)α− (1− c)]
(c+K)2(λ+ (1− λ)α)

> 0

Hence, if (c+K∗)R1
D < L, the bank will increase the interbank exposure K until K = K0.

As soon as this threshold is hit the bailout probability α drops to zero and the expected
utility for the uninsured creditors decreases to λ2cR2

D + λ(1 − λ)R. If, on the other
hand, (c+K∗)R1

D ≥ L, the bank will be indifferent about the choice of K in the interval
K = [0, K0]. Therefore, if (c + K∗)R1

D < L, the bank chooses K = K0 in order to
maximize the expected utility of its uninsured creditor:

U0 =
[
α(1 + λ) + λ2(1− 2α)− α2λ(1− λ)

]
cR2

D

+ λ(1− λ)(1− α)2R + α(1− λ)(1− α)cR2
D

K0

c+K0

In case (c+K∗)R1
D ≥ L the maximal expected utility of its uninsured creditor becomes:

U0 = λcR + (1− λ)αcR

This completes the derivation of the expected utility of uninsured creditors in the case of
a correlation of zero and the proof of Corollary 4.2.

Proof of Proposition 4.3
To determine whether banks prefer correlated investments, we compare the utility of

the uninsured creditors for both types of investment correlations (i.e. a correlation of one
and zero) and for the latter case the situations where (c+K∗)R1

D < L and (c+K∗)R1
D ≥ L.

First, we consider the case that (c+K∗)R1
D < L:

U1 > U0

λcR+ (1− λ)
[
αcR+ α(1− α)L cK1

(c+K1)2

]
>

[ [
α(1 + λ) + λ2(1− 2α)− α2λ(1− λ)

]
cR2

D

+λ(1− λ)(1− α)2R+ α(1− λ)(1− α)L cK0

(c+K0)2

]

After inserting the expression in equation (5) for R2
D, we can simplify the right hand side

and the inequality becomes:

λcR+ (1− λ)
[
αcR+ α(1− α)L cK1

(c+K1)2

]
>

[
α[α−(1−c)]+αλ(1−c)(1−α)+λ2c[1−α(2−α)]

α+λ(1−α) R

+α(1− λ)(1− α)L cK0

(c+K0)2

]

(1− λ)α(1− α)L cK1

(c+K1)2
> α(1− λ)(1− α)

[
L

cK0

(c+K0)2
−R (1− c)

α+ λ(1− α)

]
R

1− c
α+ λ(1− α)

+ L
cK1

(c+K1)2
> L

cK0

(c+K0)2
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Since the first term on the left hand side is positive and cK
(c+K)2

is decreasing in K as well
as K0 > K1, it follows that U1 > U0. Next, we consider the case that (c+K∗)R1

D ≥ L:

U1 > U0

λcR+ (1− λ)
[
αcR+ α(1− α)L cK1

(c+K1)2

]
> λcR+ (1− λ)αcR

(1− λ)α(1− α)L cK1

(c+K1)2
> 0

Hence, U1 is always larger than U0, irrespective of whether (c + K∗)R1
D < L or (c +

K∗)R1
D ≥ L. Therefore, the bank always chooses ρ = 1. This completes the proof.

Proof of Proposition 5.1
In the following we compare the critical bailout probabilities for the case without (α∗)

and with interbank network (α∗∗). By plugging in the critical values derived in Section
5, one can see that:

α∗ > α∗∗

1− λNRND
(1− λN )RND

>
c+ 2K

2K
−

√
(c+ 2K)2

4K2
−

(c+K)(RNDλN − 1)

KRND(λN − 1)√
(c+ 2K)2

4K2
−

(c+K)(RNDλN − 1)

KRND(λN − 1)
>

c+ 2K

2K
− 1− λNRND

(1− λN )RND

(c+ 2K)2

4K2
− (c+K)(RNDλN − 1)

KRND(λN − 1)
>

(
c+ 2K

2K
− 1− λNRND

(1− λN )RND

)2

(c+ 2K)(1− λNRND)

K(1− λN )RND
− (c+K)(RNDλN − 1)

KRND(λN − 1)
>

(
1− λNRND
(1− λN )RND

)2

K(1− λNRND)

K(1− λN )RND
>

(
1− λNRND
(1− λN )RND

)2

RND − λNRND > 1− λNRND
RND > 1

This last inequality is always true. This completes the proof.

Proof of Proposition 6.1
In order to show that UDI > UBI holds, it is sufficient to compare the respective cash

flows in case the investments fail, since the success state is equal for both cases. Hence,
we have to show that αBcR+ (1− αB)αBcR K1

c+K1

+(1− αB)2αBcR K1
2

(c+K1)2

 >

 αBcR+ (1− αB)α2
BcR

2KBI

c+2KBI

+2(1− αB)2αBcR KBI

cKBI


After subtracting αBcR and canceling out (1− αB)αB the inequality becomes

K1

c+K1

+ (1− αB)
K1

2

(c+K1)2
> αB

2KBI

c+ 2KBI

+ 2(1− αB)
KBI

cKBI
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Then we use the information that KBI =
1
2
K1 to get

K1

c+K1

+ (1− αB)
K1

2

(c+K1)2
> αB

K1

c+K1

+ (1− αB)
K1

c+ 1
2K1

K1
2
c(1− α)

(c+K1)2(2c+K1)
> 0

Since in the last line all terms on the left hand side are always positive, it holds that
UDI > UBI . This completes the proof.

Discussion of optimal consumption with risk-averse creditors and positive bailout proba-
bility

To understand why the optimal consumption decreases in t = 1 if a bailout is possible
first note that a bailout simply changes the probability distribution of the investment.
Without bailout creditors receive funds for consumption only with probability λ in period
2. Now if the investment fails there is still a positive probability that creditors receive (at
least parts of) their funds. To fully capture the optimal consumption decision we look
at a situation where the investment returns and respective probabilities match exactly
those of the risky investment considered in the paper when there is a positive bailout
probability.

max
x,y,c,RD

U = γu(c) + (1− γ) [λu(cRD) + (1− λ)[αu(cRD) + α(1− α)u(θcRD)]] (34)

subject to
x+ y ≤ n, γ 2nc ≤ 2y, (1− γ) 2ncRD ≤ 2xR,

x ≥ 0, y ≥ 0, c ≥ 0, RD ≥ 0.

Since the constraints in the respective periods again have to be binding we can solve them
for c and RD, respectively and can plug these values into the objective function. This
yields:

max
y
U = γu

(
y

γn

)
+ (1− γ)

 λu
(
R(n−y)
(1−γ)n

)
+(1− λ)

[
αu
(
R(n−y)
(1−γ)n

)
+ α(1− α)u

(
θR(n−y)
(1−γ)n

)] 
The first order condition with respect to y then yields:

u′
(
y

γn

)
= u′

(
R(n− y)
(1− γ)n

)
[λR + (1− λαR)] + (1− λ)θRαu

(
θ
R(n− y)
(1− γ)n

)
(35)

Looking at this first order condition one can see that the marginal utility of consump-
tion in period 1 is higher now, implying that consumption is lower. Hence, if it is more
likely to get the higher repayment at t = 2 creditors want to shift more consumption to
this later period. This completes the discussion of the optimal consumption allocation
with risk-averse creditors and positive bailout probability.
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