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Abstract

Casual observation suggests that most banks ddrydb align loan officer
incentives with those of the bank (i.e. to gransippee NPV loans). Instead, they
deliberately assign opposing incentives to loancefé (loan volume) and risk
management (risk). Decisions are then driven bypaidition of loan officers and
risk management trying to defend their particulauses. Using 75,000 retail
mortgage applications at a major European bank #008-2011, | analyze the
effect of risk management involvement on loan diéfeates. In the period under
study, the bank requires risk management apprardbfns that are considered
risky based on hard information, using a sharpstiwll that changes during the
sample period. Using a difference-in-differenceinegtor and a regression
discontinuity design, | am able to show that riskanagement involvement
reduces loan default rates by more than 50%. Theselts add to the
understanding of agency conflicts within banks agpoint to the crucial
importance of risk management in resolving inteagency conflicts.
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1. Introduction

A fundamental function of banks is to screen pagenborrowers—
granting loans to “good” borrowers who will pay théack and rejecting loans
from “bad” borrowers who wont.Banks hire agents to perform the screening
and recent research has pointed out to the crua@lof loan officer incentives
for the quality of a banks' screening decisibighile prior research has focused
on incentives of a single agent, the loan officeost banks hire two agents: One
is the loan officer, whose primary incentive is faeus on loan volume. The
second agent is the risk manager, whose job isdosfon risk. Their different
incentives introduces some tension into the loakkmggprocess, but does it result
in better outcomes? Surprisingly, the role of rislanagement in mitigating
internal agency problems has caught little attensio far.

This study fills this gap by looking at the impam loan default rates
when risk managers are involved in screening daassiAs is the case with many
banks, loan officers at the one | looked at (a mBropean lending institution)
are able to approve certain loan applications @ir thwn. But applications that
exceed specified risk thresholds need to be evaduay the risk department. The
risk thresholds the bank has in place includesrd-imformation rating (a single
“score” factoring in data like credit history anttome level) and a loan-to-value
(LTV) percentage. | compare loan default rates Judow and just above the
thresholds using a regression discontinuity desigvly findings — | analyze

75,000 retail mortgage applications between Felra@b8 and September 2011

! For a theoretical motivation for this functionesBamakrishnan and Thakor (1984), Diamond
(1984), Allen (1990).

2 Empirical studies include Agarwal and Ben-Davi613), Berg, Puri, and Rocholl (2013), Cole,
Kanz, and Klapper (2013).



— show that the involvement of risk managers in ltten origination process
reduces default rates by more than 50 percent.

| address concerns of a manipulation of the radng TV — which could
invalidate the regression discontinuity design ¥ ttacking loan officer inputs
(loan amount, loan and customer characteristid¢s)thre system. Doing so allows
me to identify any loan applications where theiahitating-LTV combination
would have required risk management involvement,viduere the loan officer
subsequently changed input parameters in ordevda dhat. More formally, |
instrument treatment status with the initial inpatrameters to control for any
possible endogenous sorting around the thresholstimBtes from this
instrumental variable regression are qualitativalynilar and still highly
significant.

For purposes of identifying causality, it also Iselpat the bank, in May of
2009, implemented changes to its threshold for linmg the risk management
department. Using a difference-in-difference estan@onfirms the results from
the regression discontinuity design. | also shoat the change in default rates is
concentrated around May 2009, ruling out any comfimg factors that may
gradually and differentially affect default ratestween those rating-LTV
combinations that became subject to a risk managemesessment after the
threshold change, and those that didn't.

The theoretical literature offers a variety of poéidns about the effect of
risk management involvement. One theory — whichll the Efficient Advocacy
Hypothesis — says that splitting the responsibildy several tasks among two
agents (as opposed to mandating one agent foradéasks) can result in superior
decision-making (Holmstrom and Milgrom (1990, 19%gwatripont and Tirole
(1999)). According to Dewatripont and Tirole, deémmsmaking within
organizations can be enhanced by assigning twotadenopposing objectives
and allowing them, in effect, to compete. Among thore familiar examples of



how this creates efficiency is the judicial systemyhich defense attorneys and
prosecutors make the strongest possible caseshimmever they're representing.
An older example of advocacy is how decisions hasen made in Christianity
(usually in Catholicism) about who gets elevatedht® level of a saint. On one
side of the canonization process is the "devili®adte"; on the other is someone
who acts as “God’s advocate.” A second school e@igint is much more skeptical
about the value of using monitoring agents. Falé& Kosfeld (2006) conducted
experiments that suggest that monitoring agentsaddrhidden costs, in the sense
of other agents reducing their performance if thesceive the monitoring to be a
control mechanism. This "Hidden Costs of ContropbBihesis" suggests that risk
management, if itself viewed by loan officers asoamtrol device, can have a
negative effect on loan performance by reducinghdofficer effort. Finally,
empirical evidence has lend support to the notioat {people are subject to
systematic biases, and make predictions that arergy inferior to predictions
made purely on the basis of statistics (Meehl (19%4ersky and Kahnemann
(1974), Dawes, Faust and Meehl (1989)). This "Medek Superior to Experts
Hypothesis" therefore suggests that relying onmskagers' judgment, instead of
sticking to the results of statistical default misddeads to inferior screening
decisions.

My findings show that the involvement of risk maeegy in the loan
origination process reduces default rates by moae 60 percent, and thus lend
strong support to the efficient advocacy hypotheSigthermore, |1 do not find
any evidence that differences in experience anandyithe results (the effect of
risk management involvement is independent of affiner experience). Nor do |
find evidence that entrenchment plays a role (tfiece of risk management
involvement is similar for relationship and nonatenship customers). These
results thus point to the crucial importance ok rmanagement in resolving

internal agency conflicts.



This study adds to the growing literature on aggmroplems within banks
and the optimal organization design of banks tdefomformation production
(Udell (1989), Stein (2002), Berger et al. (200b8jperti and Mian (2009),
Agarwal (2010), Puri, Rocholl, and Steffen (2010132), Agarwal and Ben-David
(2013), Berg, Puri, and Rocholl (2013)). Priore@sh has stressed the need to
provide incentive-compatible contracts to employeegeneral (Baker, Jensen,
and Murphy (1988)) and to loan officers in partaou(Baker (2000), Heider and
Inderst (2012)). In a one-principal-one-agent frammik, high-powered incentives
lead to greater screening effort, although the ntices’ power is muted by
deferred compensation and by the limited liabibfyloan officers (Cole, Kanz,
and Clapper (2013)). In practice, the standardaaagr followed by most banks is
to engage a monitor (the risk manager) to contmldctions of the agent (the loan
officer). It is exactly this risk management invetwent that | analyze in this
paper. While the role of monitoring other agentswisll established in the
theoretical literature on contract theory (Alchiaand Demsetz (1972),
Holmstrom (1982), Rahman (2012)), there is sunpgisi little empirical literature
on the agency role of risk management in monitotoan officers. Hertzberg,
Liberti, and Paravisini (2010) provide evidencet toan-officer rotation helps to
alleviate moral hazard in monitoring borrowers. Eldrazard stems from the fact
that loan officers who have covered a borrowerrgvipus years are reluctant to
report bad news, as it would reflect poorly on thagcision-making ability. In
this paper, | look at loan-granting decisions sat #my incentive conflicts do not
stem from past decisions, but are a direct consexguef the opposing incentives
provided to loan officers and risk managers by Bank a related paper, Brown
et. al. (2013) show that loan officers inflate saformation in reaction to internal
risk management controls and thus points to passitllden costs of control. My
paper offers a complementary view by providing ehusvidence that risk

management can significantly reduce default rates.



This paper also relates to the growing literatunerisk management in
banks. Stulz (2008) provides a typology of risk agement failures while
Acharya et al. (2009) call for stronger risk-cohtmmanagement as a response to
the recent financial crisis. This is supported bylEand Yerramilli (2011) and
Aebi, Sabato, and Schmid (2012) who found thatagerisk management-related
corporate governance mechanisms were associated witbetter bank
performance during the financial crisis of 2007/ 20/hile these papers provide
a macro view on the link between risk governance laank performance, this
paper aims to causally identify the impact on nsknagement involvement in the
loan-granting process and it is, to the best ofkmgwledge, the first paper to
provide such a micro foundation of risk managemeétitin banks.

The rest of the paper is organized as follows.i8e@ describes the loan
origination process. Section 3 provides descripstatistics of the data, Section 4
explains my empirical strategy, and Section 5 prisséhe empirical results.
Section 6 concludes.

2. Loan origination process

| start by describing the loan origination procaess the incentives of the
parties involved in it. A high-level overview abdthe loan origination process is
provides in Figure 1 and Figure 2.

[Figure 1 and 2 here]

The process proceeds along three steps:
1. Step 1 (Information collection): The loan officasllects information from
the loan applicants and inputs it into the bank'stesns. Data collected



includes information about the loan characteristite collateral and

information about the loan applicant. For examtile,desired amount and
maturity of the loan are inputted into the systeatshg with the collateral

type (house or apartment), the collateral valuevel as income, costs,
and existing liabilities of the applicant.

2. Step 2 (Hard information filter): Using the datgouted by the loan
officer, the bank's systems determine a hard-in&bion rating, ranging
from 1 (best rating) to 12 (worst rating), and lib@n-to-value ratio (LTV).
Loan applications are then classified using thecadted "traffic light
approach™": Loan applications with good ratings andtdw LTVs can be
granted by the loan officer without risk managemapproval ("green
applications"), while loan applications with a peating and/or high LTV
require risk management approval ("yellow applmadi'). Loan
applications with a very poor rating (less than aRall loan applications)
are directly rejected ("red applications"). Figudedepicts rating-LTV
combinations that require risk management apprd¥ating subperiod 1
(February 2008 — April 2009) only loan applicatiamsh an LTV > 100%
had to be approved by risk managenfeBuring subperiod 2 (May 2009
— September 2011) the bank tightened its lendirgndstrds and
additionally required loan applications with rasng-8 (90% < LTVs<
100%) and rating 8 (72% < LT\ 90%) to be approved by risk
management. Loan applications with a rating of 9worse cannot be

accepted.

% Loans can have an LTV above 100% if the bank firartaxes (~5% of the value of the house or
aparment) and broker fees (3-7% of the value ohthese or aparment) in addition to the purchase

price of the house/aparment.



[Figure 3 here]

3. Step 3 (Risk management decision): For loan appdica that require risk
management approval according to step 2, a riskagerreviews the loan
application and makes the final accept/reject datisAll risk managers
are located in one single city and risk managersaiotalk directly to
potential borrowers. The risk manager receiveslactronic version of all
documents (for example, the income statement aedagipraisal of the
house/apartment) and communication with the lodicesftakes place via
email and telephone calls. Risk managers are asignspecific branches
of the bank, meaning that a loan officer always monmicates with the
same risk manager for all loan applications thia¢ $fandles. Thus, while
hard information can be easily transmitted andfieeli soft-information
can be incorporated to the extent that the riskagan trusts a specific
loan officer from truly reporting soft informatioithe risk manager then
communicates his/her final decision (accept/rejeéctithe loan officer,
usually within one or two days after the first cactt The decision of the
loan officer does not affect the rating, but just faccept/reject decision
itself.

Table 2 provides four examples of risk managemenistbns. In the first
example, the risk manager rejects a loan applicafidve house that the loan
applicants want to purchase is old and clearly seedfurbishment.
Refurbishment costs have not been considered snbwisible that the applicants
would be willing or able to do the refurbishmenttbeir own, nor is the income
of the applicants sufficient to support any addiibcosts. The purchase of the
house does not seem to be a well thought-out Mdrile the loan officer has



incentives to "overlook" the costs of refurbishmehe risk manager clearly has

incentives to reject this loan application.

[Table 2 here]

If the loan applicant accepts the bank's loan pHerontract is signed and
the loan is disbursed on the loan start date (lysaatouple of weeks after the
loan is signed). The bank at hand does not sexmirits mortgage loans, so all
loans remain on the balance sheet of the bank.n@im variable of interest, the
default dummy, is a variable equal to 1 if the Iatefaults within the first 24
months after the loan start date. A loan is codedeang in default if it is 90 days
past due or unlikely to pay and neither the lodicef nor the risk manager has
any responsibility in monitoring the borrower aftean origination.

Loan officers are volume-incentivized while rislanagers receive a fixed
salary. Beyond these monetary incentives, risk mament is viewed as being
responsible for containing the level of loan def®uEx post, excessive defaults
are thus not blamed on loan officers, but on aldffai of risk management".
Therefore, loan officers and risk managers facardental incentives in the spirit
of Dewatripont and Tirole (1999): While loan offisgend to stress arguments in
favor of granting a loan, risk managers will usydticus on arguments against
granting a (risky) loan. Excessive rejections lsk managers are contained by an
implicit commitment to accept a certain fractionledn applications. During our
sample period, risk management accepted approXdyn&@@% of all loan

applications that required risk management waslvegbin.



3. Data and descriptive statistics

The data set contains 76,372 retail mortgage Igaplications from a
major European bank, spanning the time from Felgra@08 to September 2011.
All loan applications in the data set are firshlleans for owner-occupied houses
or apartments by either one or two (e.g., husbambdvéafe) applicants. All loans
are fixed rate loans with a scheduled amortizattmhemé' | drop loan
applications with a rating of 9 or worse (less théh of observations) as these are

directly rejected without further consideration.
[Table 3 here]

Table 3 provides descriptive statistics of the demim total, the sample
contains 76,372 loan applications of which 67,88®%) loan applications do not
require risk management ("green applications") aeygrwhile 8,512 (11%) can
only be approved after risk management involven(&yellow applications").
Loan applications that do not need risk managerapptoval are on average
smaller (EUR 116,000 versus 139,000), have a higixpected recovery rate
(77% versus 69%), are more frequently collaterdlibg a house (77% versus
67%). Loan applications from these "green" appiicet are on average older (44
years versus 38 years), they are more frequertiy fiwo applicants (average
number of applicants of 1.67 versus 1.43), fronatiehship applicants (63%
versus 41%) and applicants have a higher inter@gtrage ratio (31% versus

21%), measured as the ratio of (Net income per ydgaost of living per year) to

* The bank does not offer variable-rate interesesws, negative amortization loans or teaser rate
loans.
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(Loan amount + Preexisting liabilit®s These differences are also reflected in the
rating and LTV: The mean rating and LTV for "gredodn applications (rating =
3.75, LTV = 70.69%) is lower than the mean for lagpplications with risk
management involvement (rating = 5.78, LTV = 102:06

While 43% of all "green" loan applications resuitd loan being granted
(implying that 2 out of 5 loan applicants accep bHank's offer or loan applicants
apply at 2.5 banks on average), only 28% of "yéllman applications result in a
loan being granted. This is not surprising givihgttrisk management will reject
loans it considers to be too risky. The defauk far "green” loans is 2.81% and
therefore lower than the default rate for "yelldedans (3.18%).

These differences in loan and customer charagt=risetween the "green”
and the "yellow" sample provide the main challemg&lentifying a causal effect
of risk management on loan defaults. The key qoess: Is the "yellow" default
rate of 3.18% high or low relative to the 2.81%adldf rate for "green" loanance
the differences in loan and customer characteristics have been taken into
account? | will more formally describe the identificationrategy in the next
section, but provide same basic reference poinisariollowing paragraphs.

Figure 4 plots default rates by rating grade amdust (with/without risk
management involvement). In each rating class, efgrdoans default more

frequently than "yellow" loans.

[Figure 4 here]

Table 4 provides default rates by subperiod (Felyra@08-April 2009)
and rating-LTV combination. There is a decisivepdio default rates along three

® All loans are first lien mortgages, but preexigtliabilities, such as consumer loans, overdrafts,

or student loans can exist.
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dimensions: First, for each rating grade, defaates drop significantly when
moving from "green" to "yellow" LTV-classes. Forample, for rating classes 3
and 4 in subperiod 1, default rates drop from 5.26%.77% when moving from
an LTV below to LTVs above 100%. Second, for eadlViclass default rates
drop when moving from "green" to "yellow" ratingagles. For example, for
LTVs between 90% and 100% in subperiod 2, defaitts drop from 4.36% to
2.54% when moving from a rating of 5 to a ratinggoBoth observations suggest
that loans that are close to the threshold, bubmdy "green”, have higher default
rates than loans that are narrowly "yellow". Thefservations are consistent

with a dampening effect of risk management involgatron loan defaults.

[Table 4 here]

Third, 1 compare differences in default rates betweubperiod 1 and
subperiod 2 for rating/LTV-combinations that wefteeted by the change in the
threshold (ratings 6-8 for LTVs between 90% and%0énd rating 8 for LTVs
between 72% and 90%) versus rating/LTV-combinatithrad were not affected
by the change in the threshold. Figure 5 plotsdinelopment of default rates for
affected (upper-hand picture) and non-affectechgétiTV-combinations (lower-
hand picture). It shows a significant downward junmp default rates for
rating/LTV-combinations that were not subject tgkrimanagement approval
before May 2009, but started to be subject tomskagement approval after May
2009. There is no similar downward jump in defardtes for rating/LTV-

combinations that were not affected by the chandhke threshold.

[Figure 5 here]
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4. Empirical strategy

4.1 Difference-in-Difference
| define the difference-in-difference estimator as
Default (0/1) =f (3, (Affected + 3, (Post + 3, (Post x Affected + y/[X ) (1)

where Default(0/1) is a dummy equal to one if a borrower defaultshinit24
months after the loan start daf@, is a function such as the identity function
(resulting in a linear model) or the logistic fuiect (resulting in a logit model),
Post is a dummy equal to one for loan applicationsriafter May 2009Affected

is a dummy equal to one for rating/LTV-combinatidhat were not subject to
risk management approval before May 2009, but webgect to risk management
approval after May 2009 (ratings 6-8 for LTVs betwe90% and 100%, rating 8
for LTVs between 72% and 90%{ontrols is a set of loan and customer
characteristics. As loan characteristics, | corfivotthe size of the loan (measured
by the logarithm of the loan amount in EUR), tharlonaturity (measured by the
logarithm of the maturity in months), a dummy equal 1 if the loan is
collateralized by a house (the dummy is equal t@ zZkthe collateral is an
apartment), the age of the customer (measured éyotmrithm of the age in
years), the number of borrowers (equal to one danlapplications by a single
borrower, equal to two by loan applications frono taorrowers, e.g. husband and
wife), a relationship dummy (equal to one if thestoumer has a checking account

or current loan with the bank), and the interestecage ratio (measured as the

13



ratio of (Net income per year — Cost of living pgrar) to (Loan amount +
Preexisting liabilities).

The underlying assumption behind a difference-ffedence estimator is
that unobservable characteristics that affect th@ault rate are comparable
between affected and non-affected rating/LTV-corabans. A possible violation
for this comparability assumption would be if tmeprovement of the economy
has a different impact on default rates of affecad non-affected rating-LTV-
combinations. While it is impossible torove that affected and non-affected
rating-LTV-combinations are similar with respectuaobservables, | provide two
types of analysis to support the claim that thepdrodefault rates is indeed a
causal effect of risk management involvement. Firs¢ést whether affected and
non-affected rating/LTV-combinations follow a sianltrend in the pre-event
period ("parallel trend assumption”). This reducas possible bias via
unobservables to variables that have a differentach on default rates on
affected/non-affected rating-LTV-combinatiofiem or after May 2009 on only.
Second, | apply econometric technigues to showttieate is a downward jump —
as opposed to a smooth downward trend — in thauldette in May 2009 for the
affected rating-LTV combinations. This limits aletive explanations to
unobservable factors that a) have a different immac affected versus non-
affected rating-LTV combinationsgnd b) suddenly changed at the same time

when rules for risk management involvement were elsanged.

4.2 Regression discontinuity design

A regression discontinuity design is a standarchriepie for causal
inference in situations where treatment is deteechirby a threshold, with
observations on one side of the threshold receitreatment and observations on

the other side of the threshold acting as a corgrolup (Thistlewaite and
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Campbell (1960), Imbens and Lemieux (2008), Roband Whited (2011)). |
define the regression discontinuity estimator as

Default (0/2) =f[ 5, (RMI (0/1) + g, (DifferenceToCutOff )
+ g, (DifferenceToCutOff ) (RMI (0/1) + y[X]

@)

where RMI(0/1) is a dummy ("Risk Management Invohant") equal to one risk
management approval is requirggdandg, are polynomials fitted to the right and
the left-hand side of the cutoff for risk managemievolvement. As above,
denotes a link function such as the identity (Imesgression) or the logistic
function (logistic regression) and X is the sameadoan and customer controls
as used in the difference-in-difference estimaltie regression is estimated for a
subset of observations than contains a discoryineig. for all loan applications
with an LTV between 90% and 100% in subperiod 2g¢tmate the change in
default rates at the threshold rating of 5 (seefeé@ and Table 4).

The regression discontinuity design relies on tweg Essumptions: First,
the assumption that there are not "contaminatimgésholds. If loans with a
rating directly above the threshold for risk mamagat involvement perform
significantly different than loans directly belowet threshold, we can conclude
that something happens at the threshold. However, if loans bedod above the
threshold are treated differently in any other egs@part from risk management
involvement (i.e. bonus system, pricing, ex-poshitasing, etc.), there is no way
to differentiate between these alternative explanat | thus elaborated at great
length with the staff of the bank to ensure thasehthresholds are only used to
determine risk management involvement and are sed or pricing purposes or
in other process designs.

Second, the regression discontinuity design redieshe assumption that

loan applications just below and just above thesghold are comparable.
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Comparability follows, and does not have to be aesiliby the researcher, if the
running variable (rating, LTV) cannot be maniputhts the loan officer. There is
some evidence in the literature that even hard rimfdion is subject to
manipulation by delegated monitors (Berg, Puri, &uakcholl (2013)). As a
stylized example of the effect of manipulation oausal inference, please
consider the following example: If loan officers myaulate the rating or LTV for
high-risk loans (because s/he fears rejection dkymanagement) but not for low-
risk loans, then a higher default rate for loangdaly above the threshold is a
consequence of loan officer behavior, but not esabeffect of risk management
involvement. The advantage of the data set at harttat | am fully able to
control for the extent of such manipulation. Théadset allows me to track inputs
by loan officers from initial inputs to the finahputs used to determine risk
management involvement, and | am thus able tottjreompare the performance
of manipulated and non-manipulated loan applicatidviore formally, | am able
to explicitly take into account a possible manipiola of the running variable by
instrumenting treatment status with the initialuhparameters inputted into the

system by the loan officer.

4.3 Specifying the link function
Throughout the paper, | will mostly rely on a Idgisink function f for

economic reasons: | expect effects to be multipieaand not additive. For
example, economic conditions improve over timemythe sample period. If two
rating classes have a default rate of e.g. 10% 1&dan improvement in the
economy is likely to decrease default rates bystimae portion (i.e. from 10% to
9% and 1% to 0.9%) as opposed to the same pereeptagts (i.e. from 10% to
9% and 1% to 0%). Similar arguments apply to riglhagement involvement, the

main inference variable, and other loan and cust@metrols.
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| therefore mainly use a logistic regression angore odds ratios
(exponentiated coefficients) together with z-statss An odds ratio below one
indicates that the variable of interest has a @esing effect on default rates and

vice versa. More formally odds ratios representiénen:

p(x+ dx)
1- p(x+dx) _ p(x+dx)
() o0 for small p(x) (3)
1~ p(x)

The approximation on the right-hand side followsnirthe fact that default rates
are usually small, i.e. 2% or 5% and not 50% or 70 can therefore interpret
the odds ratios for the covariate as the factor by which default rates
decrease/increasexfchanges by 1 unit. To ensure the robustness aethts, |
have also determined marginal effects (using ththoa®logy of Ai and Norton
(2003) for interaction terms) and used a linearaggjon instead of a logistic

regression, with very similar results.

5. Empirical results

5.1 Difference-in-Difference analysis

Testing the parallel trend assumption

| start by testing the parallel trend assumptiefote May 2009. Looking
at Figure 5, | observe that default rates are apprately flat before May 2009
for both the affected rating-LTV combinations adlvas for the control group of
non-affected rating-LTV combinations. | test theghel trend assumption more
formally using a logistic regression. Results aported in Table 5. Column (1)
reports results for the whole sample period betloeethreshold change (5 quarters

from February 2008 to April 2009) and column (2)5) subsequently eliminate
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one quarter to see whether any difference in tremasrges close to May 20009. |
find that the time trend is not significantly difémt from 1 (in terms of odds
ratios), and also the treatment group does not shtime trend that deviates from

the overall sample.

[Table 5 here]

Difference-in-Difference: Baseline specification

Table 6 provides the results for the baseline diffee-in-difference
specification. Column (1) provides results for adelothat just contains the
Affected, After, andAffected x After dummy variables. In line with the univariate
results from Figure 5, | find that after the changfethe threshold for risk
management involvement, default rates decreasefisagily for the affected
loan applications, i.e. for rating-LTV combinatiomsere no risk management
involvement was required in subperiod 1, but risknagement involvement was
required in subperiod 2. The coefficient is notyostiatistically highly significant,
but also economically: The odds ratio is 0.414,gesting that the odds of
defaulting versus not defaulting decreased by alr§0%. The other coefficients
are also in line with the descriptive statistics$teted loans default significantly
more frequently than non-affected loans, and defawés decrease significantly
after May 2009. Controlling for rating and LTV-ct&s (column (2)), as well as
customer (column (3)) and loan controls (column) @)d region fixed effects
(column (5)) results in very similar coefficienta the interaction term, ranging
from an odds ratio of 0.392 (column (3)) to 0.4¢dl¢mn (1)).

[Table 6 here]
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Difference-in-Difference: Establishing a jump in default ratesin May 2009

The difference-in-difference estimator relies onceparison of average
default rates of affected and non-affected ratifi).combinations pre and post
the threshold change. Such a specification is vabie to different trends
between affected and non-affected groups, for elarmopused by a different
sensitivity to an improvement in economic conditioWhile there is no evidence
for differences in trends pre May 2009 (i.e. befibre threshold is changed), there
are clearly differences in the default rb#eels between affected and non-affected
rating-LTV classes. | thus provide further robuswdests with the aim of
demonstrating that the change in default rate®msentrated around May 2009,
i.e. at the onset of treatment. Table 7 reportsrédselts. Column (1) reports
results for a subsample restricted to +/- 4 qusrsmound the change in the
threshold for risk management involvement (May 20@&\pril 2010). Column
(2) introduces separate time trends for the afteeted non-affected groups to
control for any smooth trend in default rates. @uhu(3) allows for different time
trends pre and post May 2009 for both the affeeted the non-affected rating-
LTV combinations. Finally, borrowing from the regston discontinuity
literature, column (4) fits'3 order polynomials on either side of May 2009 for
both the affected and unaffected rating-LTV combores. In all these
specifications, results are very similar to thauhssfrom the standard difference-

in-difference estimator used in Table 6.

[Table 7 here]

5.2 Regression discontinuity
While addressing several concerns, the differenegifference

specification above still allows for an alternatesplanation: Any contaminating
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event in May 2009 (when risk management thresholgse changed) that
differentially impacts default rates between aféelcand non-affected rating-LTV
combinations could potentially explain the pattefndefault rates. To address
this concern, | provide results for a regressioscalntinuity design. There are
several subsamples for which regression discoryinachniques can be applied
(see Table 4):

1. Subsample 1: Subperiod 1, discontinuity at an Lawbrof 100%.

2. Subsample 2: Subperiod 2, discontinuity at an LB#or of 100% for

rating grades 1-5.

3. Subsample 3: Subperiod 2, discontinuity at a ratgs.5 for LTVs

between 72% and 90%.

4. Subsample 4. Subperiod 2, discontinuity at a ratfigs.5 for LTVs

between 90% and 100%.

In the following | report results for the latternsple® This choice is
motivated by three considerations: First, loan i@pfibns just below and just
above the 100% LTV threshold (the cutoff that tinst ftwo subsamples rely on)
are likely not comparable: A 100% LTV is a psyclgal threshold with
customers requesting loans above 100% LTV likelyndpedifferent from
customers requesting a 100% LTV loan. Second, L& easily be manipulated
by (slightly) changing the requested loan amouhirdl the subsample No. 4 is
the largest subsample with 14,659 loan applicat{ofsvhich 6,212 loans were
granted), of which 10,936 are above the thresh@tng 1-5) and 3,723 loan

® Results for the other samples are very similaaytaipom the third subsample where the number

of observations is too low to establish statistgighificance.
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applications are below the threshold (rating é-hus, this sample contains
almost half of all loan applications with risk mgeanent involvement (8,512, see
Table 3).

Regression discontinuity: Baseline specification

Figure 6 provides a graphical presentation of #grassion discontinuity
design. The right-hand graphs provides results dobperiod 2, where the
threshold for risk management involvement in th&9€ LTV <100% bracket
was a rating of 5.5. The left-hand graphs provetailts for subperiod 1, where no
such threshold existed, for comparison. There idear drop in default rates
between a rating of 5 and a rating of 6 in subgk#pa drop which is absent in
subperiod 1 (see Panel A). Panel B shows thae tleeno drop in any of the
control variables, i.e loan and customer charastiesi cannot explain the drop in

default rates.

[Figure 6 here]

Table 8 reports results of the formal regressi@maia logistic regression
around a bandwidth of +/-2 notches above and bé&@athreshold rating of 5.5
and a linear trend on either side of the threshble bandwidth was determined
using the optimal bandwidth selector suggested bZdry (2008). Results using
a linear regression (instead of the logistic regjoeg, using half- or twice the
optimal bandwidth and using higher order polynomigéinhstead of a linear

function) are reported in the robustness section.

" As a comparision, the LTV class between 72% artd Btludes just 14,474 loan applications in
subperiod 2 (5,681 loans granted) with only 686 lapplications being below the rating threshold
of 7.5.

21



Column (1) reports the baseline specification usimgly the risk
management involvement dummy — which is equal te fom loan applications
with a rating of 5.5 or worse — and the linear d®pon either side of the threshold.
Risk management involvement significantly reducefaudlt rates, with the odds
ratio being 0.34 (66 percent reduction in the a@di®). Using the average default
rate of 4.36% for a rating of 5 just above the shéd, this means that risk
management involvement reduces default rates bp&.@&ntage points. Results
are very similar after introducing control variablgolumn (2) and (3)) as well as

using a linear regression model (column (4)).

[Table 8 here]

Regression discontinuity: Instrumenting treatment status

In column (5), | instrument risk management invohemt using the
rating-LTV combination from the initial scoring ati More formally, | use the
input parameters from the initial scoring trial determine an initial rating and
LTV. This initial rating-LTV combination is then maed to treatment status (risk
management involvement = yes/no). Given the usiadlems of IV estimator in
non-linear models, | apply a linear regression rhadéhe first as well as in the
second stage. Consistent with loan officer manipaiathe IV-estimator results
in slighly lower estimates of the effect of risk magement involvement (-2.9%
versus -3.3%) after controlling for endogenousisgraround the threshold. The

coefficient is, however, still significant, bothammically and statistically.
Regression discontinuity: Robustness tests

Table 9 provides further robustness tests usingffareht bandwidth
choice around the threshold for risk managememlmment and using higher
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order polynomials. Column (1) provides results éalds ratios from a logistic
regression, column (2) provides marginal effectd emlumn (3) provides results
for a linear regression specification. Finally, woh (4) uses a loss variable,
defined as DefaultDummy(0/1) x (1 - Expected recpvete) to see whether
results still hold after taking into account exmectreceipts from the sale of
collateral. All specifications confirm the previotssults of an economically and
statistically highly significant reduction in detauates or losses due to risk

management involvement.

[Table 9 here]

Economic impact

A reduction of defaults is not an end in itse#fther the banks' aim is not
to grant loans with a negative expected NPV. A bafethe-envelope estimate of
the net present value impact of risk managememsifollows: A conservative
estimate from the results above is a reductioreiiault rates by 50% due to risk
management involvement. On the other hand, the oitioans-granted to loan
applications is approximately 1/3 lower for loan pbgations with risk
management involvement (28.42%) compared to loaoticghions without risk
management involvement (43.01%, see Table 3, rbelled "loan granted”). If
the mean default rate of loans subject to risk gameent approval is denoted by
p, then these numbers suggest that accepted leaprsahdefault rate of p/2 while
rejected loans have a default rate of® Zor the main LTV-class of loans with
90% < LTV < 100% the mean default rate at the threshold &k management

involvement is roughly 5% (see Table 4, Panel BiisTmplies a default rate of

8 Please note that p/2/3 + 2p- 1/3 = p.
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2.5% for loans granted with risk management apprand a default rate of 15%
for loans that are rejected by risk managementpkeein mind that these are 2-
year cumulative default rates, these numbers suggesojected annual default
rate of 7.5% for loan applications that were regdcby risk management,
implying that rejected loans would have been vékgly negative NPV given

average margins of roughly 100bps. These backesktivelope calculations
suggest that involving risk management did helpejected negative NPV loans

and thus improved the overall loan granting deaisuithin the bank.

5.3Ruling out alternative hypothesis

The prior analysis has shown that risk managemenblvement
significantly reduces default rates. While | haveessed the importance of
differential incentives, two alternative explanasoneed to be considered: First,
the average risk manager might have more experit¢mme the average loan
officer, and thus differences in experience coutived the results. Second,
entrenchment could drive the results if loan officen the absence of resistance
from risk managers, would tend to overlook thegisktheir long-term customers
in an attempt to keep them happy.

To analyze these alternative explanations, | séglgranalyze the effect
of risk management involvement for experienced amekperienced loan officers
as well as for relationship customers and non ioglahip customers. | measure
experience by the number of loan applications @eee over the past 12 months
and split the sample at the median into "experidhemd "unexperienced" loan

officers? If experience plays a major role, then the effeictisk management

° Results are very similar when using the numberoahs instead of the number of loan

applications or other time windows (3 months, 6 then2 years).
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involvement should be larger for less experienceuh lofficers. Table 10 reports
the results.
[Table 10 here]

| do not find any evidence for the experience clesintne effect of risk
management involvement is independent of loan effiexperience both in a
difference-in-difference analysis (column (1)) a®llwas in the regression
discontinuity design (column (3)).

To analyze a potential entrenchment effect, | a®alyhether risk
management involvement has a differential effectnfan relationship customers
— where entrenchment should not play a role — afadionship customers, where
entrechment might affect the loan granting decigibthe loan officer. | do not
find any evidence for an entrenchment effect. Goefits onAffected x After x
Relationship in the differen-in-difference analysis and on
RiskMgmtInvolvement(0/1) x Relationship in the regression discontinuity design
are larger than one (suggesting the effect of nslhagement ismaller for

relationship customers) and statistically insigrafit.

6. Conclusion

Volume-incentivized loan officers are unlikely taake arguments against
granting a loan, nevertheless, volume-based ingentiominate industry practice
in the banking industry. Advocates in court anelsafound to make arguments
for a conviction, yet the judicial system works bese the other side of the
argument is being made by prosecutors. In bandls nnenagement is responsible
to make "the other side of the argument”. Doesditwo agents, one responsible
for loan volume (loan officers) and one responsiblerisk (risk management),
help to facilitate efficient screening decisionaHis study, | examine the impact

of risk management involvement in the loan granpngcess on subsequent loan
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default rates. | thereby use a setting at a majoogean bank that requires retail
mortgage applications to be approved by risk mamage if the hard-information
rating and the loan-to-value (LTV) ratio cross aertthresholds.

Using a regression discontinuity design and a wiffee-in-difference
estimator, | find that risk management involvemeauces default rates by more
than 50%. | further show that loans rejected bk nsmnagement would likely
have been negative NPV loans, suggesting thatmakagement involvement
added value to the bank.

Prior literature has discussed the adverse effatieowvidely used volume-
based incentives for loan officers. While one dohuis to provide loan officers
with high-powered incentives based on ex-post defates, this paper suggests
that alternative routes are possible for containisl. By deliberately assigning
opposing incentives to loan officers (loan voluraed risk management (risk),
both arguments in favor of granting a loan as wasllarguments against it are
considered in the loan granting process, leadingetiter decision making and
lower loan default rates.
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Figure 1: Loan granting without (Setup 1) and withrisk management (Setup 2)

Setup 1 Setup 2

Loan officer Credit officer

o RN

Figure 2: Loan origination process
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Figure 3: Criteria for risk management involvement
This figure depicts the criteria for risk managefriamolvement for both subperiods. The green dedmlled "No risk management
involvement", provides the LTV-Rating-combinatiomkere loans can be granted without risk manageaygoval. The yellow
area, labelled "Risk management involvement", depie LTV-Rating-combinations where risk managenagproval is necessary

to make a loan officer to the loan applicant. Ratienotes the customer's internal rating of thé baith 1 being the best rating

category.
Subperiod 1 Subperiod 2
(Feb2008 — Apr2009) (May2009 — September2011)
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Figure 4: Default rates by process type (with/withat risk management involvement)
This figure depicts the default rate over the f84tmonths after the loan start date by process fijpe dashed green line depicts
default rates for loans approved without risk mamagnt involvement. The yellow solid line depict$adét rates for loans approved

with risk management involvement. The grey areaaiepne standard error bands around the mean.
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Figure 5: Time series of default rates
This figure depicts default rates over the firsti@dnths after the loan start date for differentsstib of loans. The upper-hand figure
presents default rates for rating-LTV combinatiareere no risk management approval was necessangdhe first subperiod
(February 2008 — April 2009) and risk managemept@ml was necessary during the second subperiag @109 — September
2011). The lower-hand figure presents default ridesating-LTV combinations where either no riskmagement approval was
necessary in both subperiods or risk managemeabiement was necessary in none of the subperiods.
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Figure 6: Regression discontinuity — Graphical presntation
This figure depicts standard regression discorttirgriaphs for all loan applications with an LTV Wween 90% and 100%. The left-
hand panel provides graphs for subperiod 1 (Fepr2@®8 — April 2009) and the right-hand panel pdeg graphs for subperiod 2
(May 2009 to September 2011). Panel A providesuliefates over the first 24 months after the lo@mtslate by rating grade, with a
rating of 5.5 being the threshold for risk manageti@volvement in subperiod 2. Panel B provides megues of the control

variables scaled to a value of 1.0 for a rating.6f Panel C provides a distribution of loan agtlems by rating grade.

Subperiod 1 Subperiod 2

Panel A: Default rates Panel A: Default rates

20.00% 6.00%
18.00% -
% -
16.00% 1 5.00%
14.00% +
2 2 4.00% A
Z 12.00% A g
3 =
& 10.00% - £ 3.00% |
a a
8.00% -
5.00% 2.00% A
-
4.00% -
1.00% A
2.00% -
0.00% 0.00%
3 4 5 6 7 1 2 3 4 5 6 7 8
Rating Rating
Panel B: Covariate: Panel B: Covariate:
30 30
25 257" N\
T L - E \ v
s e Log (Loan amount) 8 \
3% 23 ——— Log (Loan amount)
-g 2 20 == Log (Loan maturity) E g; 20 \\ e L0g (Loan maturity)
=% House (0/1) SE v
% = \ House (01)
£ s — Log(Ase) T \ ——— Log (Age)
s Number of borrowers £2 15 \ 9 (Ag
Sc — —~ Retionship customer 58 \ Number of borrowers
235 10 Interest coverage 5o = = == Relationship customer
22 = oL ; Interest coverage
£3 = 23 10 == S
2 - ST
& X .
05 2 -
os{  Tmemmee-
0
1015202530354045505560657.0758085 0.0
Rating 10152025303540455055606570758085
Rating

Panel C: Distribution of loan applications

Number of loan applications

1,600

1,400

1,200

1,000

800

600

400

200

0
10 15 20 25 30 35 40 45 50 55 60 65 70 75 €0 85

Rating

35

Panel C: Distribution of loan applications

3,000

2,500

2,000

1,500

1,000

Number of loan applications

500

0
10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85

Rating



Table 1: Explanation of variables

Name

Description

Key variables

Risk management involvement (0/1)

Affected (0/1)

Rating
LTV

Loan granted (0/1)

Default (0/1)
Time and dates
Subperiod 1

Subperiod 2
After (0/1)

Date of loan application

Time

Loan start date

Loan characteristics

Loan amount

Loan maturity

Bank's expected recovery rate

House (0/1)

Customer characteristics
Age

Number of borrowers

Relationship customer

Interest coverage ratio

Loan officer characteristics
High experience (0/1)

Dummy variablea¢tp one if a loan application has to be apprdwedsk management
Dummy variable equal to one forR#lting-LTV combinations where no Risk Management
Involvement is necessary to approve a loan in Sudgbé Risk Management Involvement is
necessary in Subperiod 2. These Rating-LTV comiminatare: Ratings 6, 7, and 8 for 90% <
LTVs <100%, rating 8 for 72% < LTVs 90%.

Internal rating ranging from 1 (best) to(t@rst).
Loan-to-Value, determined by dividing the loamount by the value of the collateral (i.e. the
value of the house or apartment)

Dummy variable equal to 1 iban is granted to the customer. Loans can onlydeted to
the customer if the loan officer and, if risk maeagent involvement is necessary, a risk
manager has approved the loan.

Dummy variable equal to 1 if a bavey has defaulted during the first 24 months dfier
loan start date.

Time period from February 2008 to Ap6i09

Time period from May 2009 to Septen#drl

Dummy variable equal to one if the dafehe date of the loan application is in Subpdo
i.e. during or after May 2009

Initial day of the logopéication. It is the first day where all informearti is available that is

necessary to determine whether risk managemensnedzt involved or not (in particular:
Rating, LTV).
Year fraction between the date of the loarliegiion and May 1 2009, for example, months
is equal to -1/12 for loan applications in Aprit, 2009 and it is equal to -3/12 for loan
applications on July,*] 2009.

Date when loan is disbursed. i Isaisbursed in several tranches, the date wtherérst
tranche is disbursed.

Loan amount in EUR
Loan maturity in months
Bank's expected eegoate of the bank at the time of originatione®xpected recovery
rate is based on an internal model taking into astthe location and type of the collateral.
Dummy equal to one if the collatera tsouse, and equal to zero if the collateral is an
apartment.

Age of customer. If a loan application has saveustomers, e.g., husband and wife, the
average age is used.

Number of customers per lodre fumber of customers is equal to one is a sp®ison is
liable for the loan, it is equal to two if two perss (for example, husband and wife) are liable
for the loan.

Dummy variable equal tothéfcustomer had a checking account or a currant\uath the
bank before the loan application.

(Income — Costs) / (LoaroAm + Preexisting liabilities), where income ig tfearly net
income of the customer in EUR, costs are the neordiionary costs of living of the customer
in EUR, loan amount is the loan amount in EUR arekgisting liabilities are liabilities that
exist at the time of loan origination, such as ehtdoans, credit card debt or consumer loans.

Dummy equal to one if a lofficer has handled more loan applications overpidms 12
months than the median loan officer.

36



This table provides examples of decisions by riskhagement.

Table 2: Examples

No. Applicaion Decision Rationale
1 Couple, both 45 years old, apply for a mortgagieuy an Reject » Small amount of equity at this age and car loaristanding suggest poor savings
old house that needs refurbishment. Two expensive c behaviour in the past.
loans outstanding, no equity. . . . . . .
g quity * No consideration of costs needed to refurbish hdiksdy to require additional
financial resources. Implies that purchase of bowst a well thought-out plan.
2 Loan applicant owns another one bedroom apparment Reject » Ability to service the mortgage not safe enougkradidjusting misspecified rent
Income from this apartment entered twice (rentmeand income.
other income), and with the gross amount (includ#iies
and heating) instead of the net amount that comnssit
income to the owner.
3 33-year old Indian woman, lives in Europe sinceykars Accept * Permanent visa not tied to specific employer, I&csalists in high demand in the
and works as an IT specialist, applies for a 15-j#aR city she lives in, so job risk seems to be low.
300,000 mortgage loan with payments from the mgega . _— . .
loan summing up to 60% of net income. EUR 100,000 . lev_sn her age, significant amount of savings abéélaaccount shows regular
equity available. savings behavior.
* Relatively short maturity of loan and young age nsethat mortgage payments can
be reduced by extending the maturity of the loan.
4 Young couple, 30 years old, both working on aditerm Accept » CVrequested. CV shows that both have studiedpatimdversities abroad with top

contract, apply for a EUR 500,000 mortgage. Current
income sufficient, but not with a big margin ofarrto
cover mortgage rates, no equity.

grades and several internships at renowned firfmis. implies that current income is
likely to be achieved in the future when fixedrtecontract expires.
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Table 3: Descriptive statistics

This table presents summary statistics for the $amipall loan applications between February 2008 September 2011. Column (1) provides summarisstat
for loan applications without risk management iweoshent, column (2) provides summary statistics lé@n applications that have to be approved by risk
management. For variable definitions see Table 1.

1) )

Without risk management involvement With risk management involvement

N Mean Median  Std.Dev. N Mean Median Std.Dev.
Key variables
Rating Number (1=Best, 8=Worst) 67,860 3.75 4.00 1.69 8,512 5.78 6.00 1.94
LTV 67,860 70.69% 75.41%  24.24% 8,512 102.06% 100.00% .35%
Loan granted Dummy (0/1) 67,860 43.01% 0.00%  49.51% 8,512 28.42% 0.00% 45.11
Default rate 29,184 2.81% 0.00%  16.52% 2,419 3.18% 0.00% 17.56%
Other loan characteristics
Loan amount EUR 67,860 116,039 100,000 78,008 8,512 139,422 122,00B2,865
Loan maturity Months 67,860 120.00 120.00 43.00 8,512 124.00 120.00 039.0
Bank's expected recovery rate 67,860 77.15% 77.38% 12.36% 8,512 69.32% 70.85% 098.5
House (0/1) Dummy (0/1) 67,860 77.13% 100.00%  42.00% 8,512 66.91% 100.00%7.06%6
Other customer characteristics
Age Years 67,860 43.50 43.00 10.40 8,512 38.44 38.00 8.95
Number of borrowers All 67,860 1.67 2.00 0.51 8,512 1.43 1.00 0.53
Relationship customer Dummy (0/1) 67,860 0.63 1.00 0.48 8,512 0.41 0.00 0.49
Interest coverage 67,860 31.30% 21.79% 62.81% 8,512 20.95% 17.37% 75%.
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Table 4: Default rates by rating and LTV
This table provides default rates over the firstighths after the loan start date by rating and LT#®lIs shaded in green indicate
Rating-LTV combinations without risk managementdlwement, cells shaded in yellow indicate Rating/Ldombinations where
risk management approval is necessary to grardra Panel A presents default rates for Subperi@geetruary 2008 — April 2009),
Panel B presents default rates for Subperiod 2 (R0 — September 2011).

Panel A: Subperiod 1 (February 2008 — April 2009)

LTV
Rating <72% 72%-90% 90%-100% > 100% Total Numliéoans
1,2 0.00% 0.83% 1,445
34 1.77% 3.25% 5,050
5 5.26% 6.27% 1,149
6 6.25% 9.39% 863
7 7.14% 11.95% 862
8 6.25% 11.54% 641
Total 2.22% 3.75% 8.71% 2.97% 5.05% 10,010
Number of loans 3,558 2,213 3,802 437 10,010
Panel B: Subperiod 2 (May 2009 — September 2011)
LTV
Rating <72% 72%-90% 90%-100% > 100% Total Numliéoans
12 0.00% 0.28% 5,024
3.4 0.58% 1.76% 9,588
5 3.53% 2.48% 3,059
6 4.04% 2.37% 1,860
7 5.08% 4.59% 1,241
8 4.00% 3.65% 821
Total 0.73% 1.79% 1.81% 21,593
Number of loans 8,919 5,681 6,212 781 21,593
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Table 5: Effect of risk management involvement on efault rates — Parallel trend assumption

This table provides results of a test for parafehds in default rates between rating-LTV comboret affected by the change in risk managemensliiwmid and the control group
(rating-LTV combinations not affected by the chanfi¢he risk management threshold). The dependamiahble is a default dummy equal to one if a loafadlts over the first 24
months after the loan start date. The model isnestid using a logistic regressidime is a variable that measures the time betweenatesaf the loan application and Ma¥j, 1
2009 and it is measured as a year-fraction {érge is equal to -0.5 for a loan application from N@&¥, 2009).Affected is a dummy variable equal to one for all ratingL.T
combinations where no risk management involvengnetcessary to approve a loan in subperiod 1 fikintanagement involvement is necessary in subp2r{dtese Rating-
LTV combinations are: Ratings 6, 7, and 8 for 90%I¥/s < 100%, rating 8 for 72% < LTVs 90%). For variable definitions see Table 1. Z-ealbased on standard errors
clustered at the branch level are reported in pheses. ***, ** * denote significance at the 1abd 10 % level, respectively.

1) (2) 3) 4) ()
Dependent Default (0/1) Default (0/1) Default (0/1) Default (0/1) Default (0/1)
Model Logit Logit Logit Logit Logit
Sample 5 quarters 4 quarters 3 quarters 2 quarters 1 quarters
before May 2009 before May 2009 before May 2009 before May 2009 before May 2009
Parameter Odds  iar  OddS o gpar  QddS g OddS g OUDS z-stat
Ratio Ratio Ratio Ratio Ratio
TIME TREND
Time 0.993 (-0.44) 0.988 (-0.67) 0.974 (-0.72) 0.962 (-0.63) 1.027 (0.17)
Time x Affected 0.996 (-0.16) 1.004 (0.12) 1.047 (0.70) 1.106 (1.10) 1.254 (0.61)
CONSTANTS
Constant 0.035***  (-21.59) 0.034** (-20.68) 0.032*** (-17.29) 0.031** (-15.18) 0.036*** (-16.62)
Affected 4.864**  (10.50) 4.977**  (9.45) 5.665***  (6.78) 6.578**  (7.27) 6.358*** (4.58)
Diagnostics
Adj. R? 0.06 0.06 0.05 0.06 0.05
N 10,010 8,076 5,614 3,600 1,689
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Table 6: Effect of risk management involvement on efault rates — Difference in difference approach

This table estimates the effect of risk managenmuatvement on default rates using a differencelifference approach. The dependent variable idaultalummy equal to one if a

loan defaults over the first 24 months after thenlatart date. The model is estimated using atlogegressionAffected is a dummy variable equal to one for all rating. T
combinations where no risk management involvengenetcessary to approve a loan in subperiod 1 gkinmtanagement involvement is necessary in subp@r(titese Rating-LTV
combinations are: Ratings 6, 7, and 8 for 90% < £¥\1.00%, rating 8 for 72% < LTVs 90%). For variable definitions see Table 1. Z-ealbased on standard errors clustered at the
branch level are reported in parentheses. *** *#enote significance at the 1, 5 and 10 % levedpectively.

(1) (2 3) 4 (5)
Dependent Default (0/1) Default (0/1) Default (0/1) Default (0/1) Default (0/1)
Model Logit Logit Logit Logit Logit
Sample Total Total Total Total Total
Parameter ggt‘ijj z-stat ggt?g‘ z-stat ggt?g‘ z-stat gggg‘ z-stat 8233 z-stat
INFERENCE
Affected x After 0.414** (-4.54) 0.400** (-4.66) 0.409*** (-4.57) 0.392** (-4.75) 0.407** (-4.57)
Affectec 5.010*** (13.96 1.14¢ (0.83 1.13¢ (0.76 1.27i (1.46 1.231 1.24
After 0.478** (-6.91 0.507*** (-6.16 0.482** (-6.32 0.458** (-6.65  0.463*** (-6.69
RATING (Reference: Rating =1
Rating = 2 3.896**  (2.32) 4.138*  (2.42) 4.369* (2.52) 4.325* (2.51)
Rating = 3 8.083**  (3.38) 8.884**  (3.53) 7.335** (3.22) 7.047** (3.15)
Rating = 4 13.768** (4.35) 15.088*** (4.50) 12.524*** (4.23) 11.892*** (4.13)
Rating = ¢ 17.423** (4.73, 18.952*** (4.86. 15.932*** (4.59] 15.293*** (4.50
Rating = ¢ 24.593** (523  26.041** (5.33° 19.490** (4.81, 18.912*** (4.73
Rating =" 37.624** (5.89 39.388** (5.95 28.984*** (542, 28.189*** (5.35,
Rating = 8 35.800** (5.74) 38.209*** (5.84) 28.126** (5.28) 27.773*** (5.23)
LTV (Reference: LTV>100%)
LTV <72% 0.673 (-1.52) 0.902 (-0.43) 1.311 (1.10) 1.340 (1.21)
T2%< LTV <= 90% 1.19] (0.79 1.4171° (1.68  1.964**  (3.22) 2.078*** (3.63
90%<LTV <= 100% 2.362**  (3.50. 2.480** (3.73] 3.021***  (4.68  3.096*** (4.85
Other customer controls No No Yes Yes Yes
Other loan controls No No No Yes Yes
Region fixed effects No No No No Yes
Diagnostics
Adj. R? 0.06 0.11 0.13 0.16 0.16
N 31,603 31,603 31,603 31,603 14,748
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Table 7: Difference in difference approach — Estalghing that the change in default rates is concerdited around May 2009

This table provides results of various regresstbasaim to ensure that the change in default fatethe affected rating-LTV combinations is concated around May 2009, i.e. the
time where the thresholds for risk management irerolent were changed. The dependent variable ifaalddummy equal to one if a loan defaults over first 24 months after the
loan start date. The model is estimated using iatiogegression. Column (1) provides results fomarow time period (+/- 4 quarters) around May20flumn (2) adds separate time
trends for the affected and the non-affected groGptumn (3) allows these time trends to differ prel post May 2009 and column (4) estimates alflexd® order polynomial for
affected and non-affected groups both before ated Bfay 2009 Affected is a dummy variable equal to one for all rating.dombinations where no risk management involveneent
necessary to approve a loan in subperiod 1 bumekagement involvement is necessary in subper{tite8e Rating-LTV combinations are: Ratings @] 8 for 90% < LTV
100%, rating 8 for 72% < LTVs 90%). For variable definitions see Table 1. Z-ealbased on standard errors clustered at the biewvelhare reported in parentheses. ***, ** * démo
significance at the 1, 5 and 10 % level, respelstive

1) @ ®) (4)

Dependent Default (0/1 Default (0/1 Default (0/1 Default (0/1
Model Logit Logit Logit Logit
Sample +/- 4 quarters +/- 4 quarters +/- 4 quarters Total
around event around event around event
Parameter ggt?g‘ z-stat Sggg' z-stat ggt‘ijg’ z-stat gggs z-stat
INFERENCE
Affectec x After 0.371** (-3.13' 0.361** (-2.50 0.203**  (-2.21 0.299* (-1.97)
Affected 1292 (1.28) 1.310 (0.91) 1.265 (0.74) 1.694 (1.18)
After 0.787* (-1.75, 1.027 (0.11; 1.01¢ (0.07 0.747 (-1.24
TIME TRENDS
Time trend affected 0.981 (-0.68)
Time trend non-affected 0.980 (-1.36)
TIME TRENDS PRE
Time trend pre affects 0.97: (-1.c6) Yes, ¥ order polynomiz
Time trend pre nc-affectec 0.97¢ (-1.22 Yes, ¥ order polynomic
TIME TRENDS POST
Time trend post affected 1.077 (0.84) Yes, 3 order polynomial
Time trend post non-affected 0.984 (-0.83) Yes, 3% order polynomial
Rating controls Yes Yes Yes Yes
LTV controls Yes Yes Yes Yes
Other customer controls Yes No Yes Yes
Other loan controls Yes No Yes Yes
Region fixed effects Yes No No Yes
Diagnostics
Adj. R? 0.16 0.16 0.16 0.18
N 14,748 14,748 14,748 31,603
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Table 8: Effect of risk management involvement on efault rates — Regression discontinuity approach

This table estimates the effect of risk managermuaivement on default rates using a regressiocodisnuity approach. The sample is based on atidahuring subperiod 2 with an
LTV between 90% and 100%. The dependent varialdedisfault dummy equal to one if a loan defaulesrdkie first 24 months after the loan start datee Mmodel is estimated using a
logistic regression (columns (1)-(3)) and a linesgression (columns (4) and (3R sk Management Involvement (0/1) is a dummy variable equal to one if risk managdnramlvement
is necessary to approve a loan (rating 6-8). Faalike definitions see Table 1. Z-values (t-valaedolumn (4) and (5)) based on standard errogtetad at the branch level are
reported in parentheses. *** ** * denote signéitce at the 1, 5 and 10 % level, respectively.

@ 2 ©) @ ®)
Dependent Default (0/1) Default (0/1) Default (0/1) Default (0/1) Default (0/1)
Model Logit Logit Logit Linear \
Sample Subperiod 2, Subperiod 2, Subperiod 2, Subperiod 2, Subperiod 2,
LTV 90-100% LTV 90-100% LTV 90-100% LTV 90-100% LTV 90-100%
Local regression Local regression Local regression Local regression Local regression
Methodology +/- 2 notches around +/- 2 notches around +/- 2 notches around +/- 2 notches around +/- 2 notches around
RMI cutoff RMI cutoff RMI cutoff RMI cutoff RMI cutoff

Parameter g:gg z-stat g:gg z-stat ggﬁs z-stat Coeff. t-stat Coeff. t-stat
INFERENCE

Risk mgmt involvement (0/1) 0.343** (-2.50) 0.313*+* (-2.62) 0.315** (-2.65) -0.033*** (-2.90) -0.029* (-1.73)
RATING

(Rating-CutOff) x Affected 1.104 (0.58) 1.168 (0.92) 1.166 (0.94) 0.006 (0.91) 0.007 (1.48)

(Ratinc-CutOff) x (1-Affectec) 1.893** (2.18 1.762 (1.87 1.743" (1.83 0.01f (1.61 0.00¢ (0.55
Other customer controls No Yes Yes Yes Yes
Other loan controls No Yes Yes Yes Yes
Region fixed effects No No Yes Yes Yes
Diagnostics
Pseudo. R/ Adj. R? 0.01 0.08 0.09 0.03 0.03
N 4,013 4,013 4,013 4,013 4,013
FIRST-STAGE REGRESSION

Initial Rating > RMI cutoff 0.897*** (69.49)

Other customer controls Yes

Other loan contro Yes

Region fixed effects Yes

Adj. R 0.86

N 4,013
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Table 9: Robustness tests - Regression discontityi

This table provides robustness test for the regmesliscontinuity approach. The sample is basedlldoans during subperiod 2 with an LTV betwee§®&nd 100%. In column (1) to
(3), the dependent variable is a default dummy kguane if a loan defaults over the first 24 manéfter the loan start date. In column (4), theedeent variable is a loss variable that
is constructed by multiplying the default dummy(fhyExpected recovery rate). The models are estinaing a logistic regression (columns (1)-(2)) arlthear regression (columns
(3)-(4)). Only coefficients on the main variableitferest, the risk management involvement dummeyyeported. For variable definitions see Tablg-¢alues (t-value for column (3)
and (4)) based on standard errors clustered drthieh level are reported in parentheses. *** *#enote significance at the 1, 5 and 10 % levedpectively.

(1) (2) 3) (4)
Dependent Default (0/1) Default (0/1) Default (0/1) Loss
Logit, Logit, Linear Linear
Model Odds Ratios Marginal Effects
Sample Subperiod 2, Subperiod 2, Subperiod 2, Subperiod 2,
P LTV 90-100% LTV 90-100% LTV 90-100% LTV 90-100%
Average
Parameter Odds marginal
Ratio z-stat effects z-stat Coeff. t-stat Coeff. t-stat
METHODOLOGY
LOCAL REGRESSION
Optimal bandwidth - : i - X i - : i - i
(+/- 2 notches around RMI cutoff) 0.315 (-2.65) 0.040 (-2.63) 0.033 (-2.90) 0.010 (-3.02)
1/2 x Optimal bandwidth - : i - X i - : i - i
(+/- 1 notch around RMI cutoff) 0.227 (-2.49) 0.051 (-2.57) 0.040 (-2.92) 0.015 (-3.412)
2 x Optimal bandwidth - : ) - : ) - : ) - :
(+/- 4 notches around RMI cutoff) 0.328 (-3.30) 0.035 (-3.26) 0.033 (-3.43) 0.010 (-3.76)
HIGHER-ORDER POLYNOMIAL
2" order 0.246** (-2.20) -0.042* (-2.30) -0.041%** (-3.19) -0.013*** (-3.41)
3% order 0.230** (-2.24) -0.044** (-2.35) -0.032** (-2.16) -0.012%** (-2.78)
4" order 0.218** (-2.39) -0.045** (-2.50) -0.042** (-2.39) -0.016%* (-3.10)
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Table 10: Alternative explanations: Experience, Enenchment

This table provides tests for alternative explamati Column (1) and (3) provide differential effeof risk management involvement for
experienced versus unexperienced loan officerselispce is measured as the number of loan applisahandled over the past 12
months, with the dummidigh Experience being equal to one if experience exceeds the metfiall loan officers. Column (2) and (4)
provide differential effects of risk managementdtvement for relationship customers versus norticglahip customers. While column (1)
and (2) provide results for a difference-in-diffece estimator, column (3) and (4) provide reswtsafregression discontinuity design. The
sample and regression specification is based amool5) of Table 6 for the difference-in-differerestimator and on column (3) in Table 8
for the regression discontinuity design. For vaeatefinitions see Table 1. Z-values based on staherrors clustered at the branch level
are reported in parentheses. ***, ** * denote $figance at the 1, 5 and 10 % level, respectively.

(€ @ 3 “)

Dependent Default (0/1) Default (0/1) Default (0/1) Default (0/1)
Model Logit Logit Logit Logit
I Difference-in- Difference-in-
Identification Difference Difference RDD RDD
Alternative explanation Experience Collusion Experience Collusion
Odds Odds Odds
Parameter Ratio z-stat Ratio z-stat Ratio z-stat Coeff. t-stat

KEY INFERENCE VARIABLES

Affected x Afte 0.395*+* (-2.81 0.323** (-4.25

Affected x After x High Experience 1.046 (0.11)

Affected x After x Relationship 1.197 (0.27)

Risk mgmt involvement (0/1) 0.335** (-2.55) 0.341** (-2.44)

Risk mgmt involvement x High Experience 1.047 (0.10)

Risk mgmt involvement x Relationship 1.192 (0.19)
TWO-WAY AND NON-INTERACTED

Affected x High Experience 0.938 (-0.28)

After x High Experience 0.952 (-0.26)

Affected x Relationship 1.477%*= (2.62)

After x Relationship 0.764 (-1.24)

After 0.475%* (-5.57) 0.536%** (-3.21)

Affectec 1.28: (1.10 1.357 (1.44)

High Experience Dummy 0.971 (-0.22) 0.931 (-0.34)

Relationship Dummy 0.666*** (-3.23) 0.543** (-2.07)

Linear function on both sides of cut-off NA NA Yes Yes
Rating and LTV controls Yes Yes No No
Other customer controls Yes Yes Yes Yes
Other loan controls Yes Yes Yes Yes
Region fixed effects Yes No Yes Yes
Diagnostics

Pseudo. R/ Adj. R 0.16 0.15 0.09 0.09
N 31,603 31,603 4,013 4,013
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